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Abstract

Ad hoc wireless multi-hop networks (AHWMNs) are communication networks that con-
sist entirely of wireless nodes, placed together in an ad hoc manner, i.e. with minimal
prior planning. All nodes have routing capabilities, and forward data packets for other
nodes in multi-hop fashion. Nodes can enter or leave the network at any time, and may
be mobile, so that the network topology continuously experiences alterations during
deployment. AHWMNs pose substantially different challenges to networking protocols
than more traditional wired networks. These challenges arise from the dynamic and
unplanned nature of these networks, from the inherent unreliability of wireless com-
munication, from the limited resources available in terms of bandwidth, processing ca-
pacity, etc., and from the possibly large scale of these networks. Due to these different
challenges, new algorithms are needed at all layers of the network protocol stack.

We investigate the issue of adaptive routing in AHWMNs, using ideas from artificial
intelligence (AI). Our main source of inspiration is the field of Ant Colony Optimization
(ACO). This is a branch of AI that takes its inspiration from the behavior of ants in
nature. ACO has been applied to a wide range of different problems, often giving state-
of-the-art results. The application of ACO to the problem of routing in AHWMNs is
interesting because ACO algorithms tend to provide properties such as adaptivity and
robustness, which are needed to deal with the challenges present in AHWMNs. On
the other hand, the field of AHWMNs forms an interesting new application domain
in which the ideas of ACO can be tested and improved. In particular, we investigate
the combination of ACO mechanisms with other techniques from AI to get a powerful
algorithm for the problem at hand.

We present the AntHocNet routing algorithm, which combines ideas from ACO rout-
ing with techniques from dynamic programming and other mechanisms taken from
more traditional routing algorithms. The algorithm has a hybrid architecture, combin-
ing both reactive and proactive mechanisms. Through a series of simulation tests, we
show that for a wide range of different environments and performance metrics, AntHoc-
Net can outperform important reference algorithms in the research area. We provide an
extensive investigation of the internal working of the algorithm, and we also carry out
a detailed simulation study in a realistic urban environment. Finally, we discuss the
implementation of ACO routing algorithms in a real world testbed.
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Chapter 1

Introduction

In this thesis, we investigate the development of adaptive routing algorithms for ad
hoc wireless multi-hop networks using techniques from artificial intelligence, and in
particular from swarm intelligence. The aim of the thesis is two-fold. From the point of
view of networking, we want to take advantage of promising techniques from the area
of artificial intelligence to develop a strong algorithm to solve the challenging task of
routing in ad hoc wireless multi-hop networks. From the point of view of artificial intel-
ligence, we want to show how the basic ideas from swarm intelligence can be adapted
to work well for a realistic, very challenging dynamic problem.

In what follows, we first give a general introduction to the problem that is investi-
gated in the thesis. Then we list the contributions of the thesis, and finally, we provide
an outline of its content.

1.1 General introduction

One of the most important developments in recent years in the field of telecommu-
nication networks is the increased use of wireless communication. A wide range of
different wireless technologies and standards have been developed, including Wireless-
Fidelity [3] (WiFi, IEEE 802.11), Bluetooth [33] (IEEE 802.15.1), Zigbee [13] (IEEE
802.15.4), Ultra Wide Band [4, 282] (UWB, IEEE 802.15.3), Worldwide Interoperabil-
ity for Microwave Access [5] (WiMax, IEEE 802.16), etc.. These technologies are being
made available on an ever increasing number of devices such as laptops, mobile phones,
palmtops, etc., allowing them to connect to a variety of different networks. This explo-
sive growth has made wireless communication networks one of the most important
areas of research in computer science.

Within the field of wireless networks, one can make a distinction between infrastruc-
tured networks and infrastructureless networks [227]. In infrastructured networks, a
fixed, wired backbone infrastructure is available, and all communication is directed
over this backbone. This approach is followed in traditional wireless network systems
such as the Global System for Mobile Communications (GSM) [222] and Wireless Local
Area Networks (WLANs) [110]. In infrastructureless networks, such a backbone does
not exist, and wireless devices communicate directly with one another through point-
to-point connections. An important aspect in infrastructureless wireless networks is
the use of multi-hop data forwarding: since direct point-to-point connections are only
possible between wireless nodes that are in immediate radio range of each other, com-
munication between nodes that are remote from each other needs to be supported by
other nodes in the network, which function as relay points, effectively substituting the
missing wired backbone infrastructure. Infrastructureless wireless networks are also
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referred to as ad hoc networks, since they can be deployed on-the-fly, without the need
for prior planning (as opposed to infrastructured networks, where considerable efforts
and investments are needed before communication can take place). In this thesis, we
will use the term ad hoc wireless multi-hop networks (AHWMNs).

Different types of AHWMNs exist. Examples are mobile ad hoc networks, wireless
mesh networks and sensor networks. Mobile ad hoc networks (MANETs) [227] are
networks that are made up of a set of homogeneous mobile devices. These devices
communicate exclusively through wireless connections, normally using a single, omni-
directional antenna. All nodes in the network are equal, and there are no designated
routers, meaning that all nodes can serve both as end points of data communication
and as intermediate relay points or routers. Wireless mesh networks (WMNs) [16] dif-
fer from MANETs mainly because they are more heterogeneous. They consist of mesh
client nodes, which are similar to MANET nodes, and mesh router nodes, which are
usually less mobile, have more resources (e.g. more powerful processors, more battery
power, etc..), and support a variety of different wireless technologies. The availability of
mesh routers allows the creation of a structured organization and can greatly improve
the applicability and the capacities of the network. Finally, sensor networks [17] are
AHWMNs that consist of wireless sensor nodes. Each sensor node is a small unit con-
taining one or more sensors, a small processing unit and a wireless radio. Problems
specific to sensor networks stem from the fact that sensor nodes are small and have
very limited capacities, that usually vast numbers of nodes are deployed, and that data
traffic patterns show certain characteristic regularities.

In this thesis, we focus on the problem of routing in AHWMNs. Routing is the task
of constructing and maintaining the paths that connect remote source and destination
nodes of data. This task is particulary hard in AHWMNs due to issues that result from
the particular characteristics of these networks. A first important issue is the fact that
AHWMNs are dynamic networks. This is due to their ad hoc nature: connections be-
tween nodes in the network are set up in an unplanned manner, and are often changed
while the network is in use. Especially when mobile nodes are used, such changes can
take place continuously. An AHWMN routing algorithm should be adaptive in order to
keep up with such dynamics. A second issue is the unreliability of wireless commu-
nication. Data and control packets can easily get lost during transmission, especially
when mobile nodes are involved, and when multiple transmissions take place simul-
taneously and interfere with each other. A routing algorithm should be robust with
respect to such losses. A third issue is caused by the often limited capabilities of the
AHWMN nodes. There are limitations in terms of network bandwidth, node processing
power, memory, battery power, etc.. It is therefore important for a routing algorithm
to work in an efficient way. Finally, a last important issue is the network size. With
the ever growing numbers of portable wireless devices, many AHWMNs are expected to
grow to very large sizes. Routing algorithms should be scalable to keep up with such
evolutions.

To solve the challenging problem of routing in AHWMNs, we apply methods from the
field of artificial intelligence. Specifically, we are interested in the use of techniques
from swarm intelligence (SI) [34,151] and ant colony optimization (ACO) [83,87]. SI is
the branch of artificial intelligence that is focused on the design of algorithms inspired
by the collective behavior of social insects and other animal societies. ACO is a subset
of SI that takes its inspiration from the foraging behavior of ants living in colonies. It
has been observed from experiments that ants in a colony are able to find the shortest
path between their nest and a food source, even though this task is well outside the
capabilities of each individual ant. The key to this colony level shortest path behavior
is the use of a volatile chemical substance called pheromone. Ants going between their
nest and a food source leave a trail of pheromone behind, and also preferentially move in
the direction of higher pheromone intensities. Shorter paths can be completed quicker
and more frequently by the ants, and therefore get marked with a higher pheromone

2



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

intensity. These paths then attract more ants, which in turn increases their pheromone
level, until there is a convergence of the majority of the ants onto the shortest paths.
The ants completing paths can be seen as repetitive samples of possible paths, while
the laying and following of pheromone results in a collective learning process guided
by implicit reinforcement of good solutions. ACO algorithms inspired by this shortest
path behavior have been developed in recent years for many different problems. The
main areas of application have been on the one hand the field of static combinatorial
optimization problems (see e.g. [84,107,169]), and on the other hand the field of routing
in telecommunication networks (see e.g. [235,71,70]).

ACO algorithms for routing in telecommunication networks differ substantially from
more traditional routing algorithms. They gather routing information through the repet-
itive sampling of possible paths between source and destination nodes using artificial
ant packets. Probabilistic distance vector tables, called pheromone tables, fulfill the
role of pheromone in nature, with artificial ants being forwarded along them in a hop-
by-hop way using stochastic forwarding decisions. Also data packets are forwarded
stochastically using similar tables, resulting in automatic data load balancing. ACO
routing algorithms boast some of the properties that we have outlined earlier as being
important for AHWMN routing, such as adaptivity and robustness. This is mainly due
to the continuous exploration of the network by stochastically forwarded ant probing
packets. However, existing ACO routing algorithms have mainly been designed for wired
networks. They are not able to deal with the high levels of change that are present in
AHWMNs, nor do they offer the efficiency needed to work in AHWMNs. For example,
the same repetitive sampling of paths using ant agents that ensures continued adap-
tivity and robustness, can easily generate high levels of overhead that can clutter the
network.

In this thesis, we investigate how ideas from ACO routing can be used efficiently to
build an adaptive routing algorithm for AHWMNs. Our aim with this work is twofold.
On the one hand, we want to develop a routing algorithm for AHWMNs that contains
the advantages of adaptivity and robustness that are present in ACO routing. In this
way, we want to obtain an algorithm that can deliver a better service than currently
existing algorithms for these networks. On the other hand, we want to use AHWMNs
as a testbed for the use of SI and ACO: it forms an interesting problem domain to see
how principles from SI and ACO can be applied to a realistic and challenging dynamic
optimization problem. This will lead to the development of new practices in the use of
ACO and ACO routing.

One important aspect in the work presented here is the hybridization between differ-
ent technologies. Since ACO routing as it exists now is not fit to work well in AHWMNs,
we combine it with techniques from other fields. On the one hand, we include tech-
niques that are present in existing AHWMN routing algorithms, such as e.g. flooding
and local repair mechanisms. On the other hand, we also consider the integration with
other methods from artificial intelligence. In particular, we use ideas from information
bootstrapping [252] and dynamic programming [26], which in artificial intelligence are
important for the field of reinforcement learning [252], and in networking have been
used as the basis for the development of distance vector routing algorithms [27] such
as RIP [123]. This novel combination of the techniques from ACO, which are primarily
based on repeated sampling and are therefore related to Monte Carlo methods, with
techniques from dynamic programming gives a fruitful interaction and allows to build
a powerful algorithm.

1.2 Contributions of this thesis

The contributions of the work presented in this thesis can be considered from two
different points of view. On the one hand, the thesis contains contributions for the field
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of computer networking, and on the other hand for the field of artificial intelligence.
From a networking point of view, we propose a new algorithm for routing in AH-

WMNs, based on ideas from artificial intelligence. The algorithm shows a novel way of
combining reactive and proactive routing. It incorporates ideas from ACO routing, from
dynamic programming, and from traditional AHWMN routing algorithms. In simulation
tests over a wide range of different scenarios, we show that it can outperform existing
state-of-the-art algorithms. We also carry out an analysis of the internal working of the
algorithm, investigating the individual contribution of each of the mechanisms applied
by the algorithm. Finally, we carry out tests using a detailed simulation of an urban
scenario. We show how such a simulation can be carried out in an efficient way, and in-
vestigate what the effect is of the urban environment on the performance of our routing
algorithm compared to the current state-of-the-art.

From an artificial intelligence point of view, we show how mechanisms from ACO
and SI can be adapted to work well for a realistic dynamic optimization problem. We
apply ACO routing in a reactive way, and combine it with techniques from traditional
AHWMN routing algorithms and techniques from information bootstrapping and dy-
namic programming. Especially the latter is relevant in the field of machine learning
and more specifically reinforcement learning. In this research area, algorithms already
exist that combine sampling techniques such as the ones used in ACO with elements
from information bootstrapping. However, these combinations are done in a way that is
completely different from what we present here. Our novel way of integrating elements
from these important approaches to learning is dictated by the needs of the extremely
challenging, dynamic environment formed by AHWMNs, and shows a way to form a
powerful learning algorithm that can operate in such environments. Finally, we also
describe a system for the implementation of ACO routing algorithms on a hardware
implementation of an AHWMN.

1.3 Outline of the thesis

The work presented in this thesis is organized in the following chapters:

Chapter 2 - Ad hoc wireless multi-hop networks. This chapter gives an overview
of the field of AHWMNs. The aim is to provide the technical background needed
to understand the problem area we address in this thesis. While the focus of the
chapter is mainly on routing, as this is the topic of this thesis, we also cover issues
related to other aspects of the network protocol stack, in as far as they are relevant
for our work.

Chapter 3 - Adaptive routing and learning. In this chapter, we give an introduction
to adaptive routing. Here, the aim is to provide background knowledge about the
techniques we use in the thesis. We first discuss adaptive techniques that are
used in traditional routing algorithms. Then, we give a detailed description of
ACO and ACO routing, which form the main source of inspiration for the work in
this thesis. Finally, we also discuss the field of reinforcement learning, in order
to provide a unifying framework, based on machine learning, in which we place
different approaches to adaptive routing.

Chapter 4 - AntHocNet: an adaptive routing algorithm for ad hoc wireless multi-
-hop networks. This chapter is dedicated to the description of AntHocNet, the
algorithm for adaptive routing in AHWMNs that was developed for this thesis. The
algorithm is based on ideas from ACO routing, but also contains elements from
more traditional routing algorithms and from other techniques from the field of
machine learning.
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Chapter 5 - An evaluation study of AntHocNet. In this chapter, we present results of
an extensive set of simulation studies in which we evaluate the AntHocNet routing
algorithm. The chapter is divided in two parts, with the first part dedicated to
a comparison with current state-of-the-art AHWMN routing algorithms, and the
second part focused on investigating the internal working of AntHocNet itself.

Chapter 6 - Simulation of an urban scenario. Here, we describe a different set of
simulation tests, carried out in an urban environment. We first describe how we
got a detailed simulation of such an environment in an efficient way, and then
evaluate the behavior of AntHocNet in this environment.

Chapter 7 - Towards the implementation of adaptive routing in AHWMNs. In this
final chapter, we discuss a system for the implementation of ACO routing algo-
rithms in real AHWMN testbeds. The system is based on a set of kernel modules
and a routing daemon running in user space.
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Chapter 2

Ad hoc wireless multi-hop
networks

The work presented in this thesis is focused on ad hoc wireless multi-hop networks
(AHWMN). This chapter gives an overview of existing research on this kind of networks.
Section 2.1 provides a definition for AHWMNs. Section 2.2 describes which different
types exist. Section 2.3 lists a number of networking issues in AHWMNs, related to dif-
ferent levels of the network protocol stack. Finally, we dedicate the whole of section 2.4
to routing in AHWMNs, since that is the main focus of this thesis.

2.1 A definition of ad hoc wireless multi-hop networks

In recent years, a growing number of devices are getting equipped with networking
capabilities. Many of these devices are mobile and communicate using a variety of
wireless technologies, such as Bluetooth, WiFi, etc., which allow them to connect to
existing telecommunication networks and to each other. If these devices also support
routing, they can forward data for each other. One can then combine a number of such
devices with minimal planning to form a network. Such a network would be an ad
hoc wireless multi-hop network. Formally, we can say that an AHWMN is a network
consisting of nodes that communicate solely through wireless connections, in which
data can be forwarded over multiple hops, and which is at least partly deployed in ad
hoc manner. Ad hoc deployment entails that little or no planning is needed, and that
changes in the network (such as adding, moving or removing nodes) can be done with
minimal extra work.

From the above definition, it is clear that there are some substantial differences
between AHWMNs and traditional telecommunication networks. Probably the most im-
portant difference is that the topology of an AHWMN is not the result of careful planning,
but instead emerges from the placement of the nodes: there is a link between nodes if
they are in range of each other’s wireless radio signal. As a consequence, the topology
is essentially dynamic: it can be extended by adding new wireless nodes, reduced by
removing nodes, or changed in a continuous way if some of the nodes are mobile. Such
dynamic behavior presents an important new challenge in networking technology, since
in traditional networks, changes happen relatively infrequently. A second important dif-
ference is that AHWMNs rely exclusively on wireless links. This means that data trans-
port is less reliable, and that there is less available bandwidth. Thirdly, AHWMNs are
usually highly decentralized, lacking hierarchy or central control. This makes it more
difficult to optimize the use of network resources (e.g., 2.3.3 explains how decentralized
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Figure 2.1: An example of a MANET built up of mobile phones. The dashed lines
symbolize the wireless links.

medium access control algorithms can severely reduce available bandwidth). Fourth,
the nodes of an AHWMN often have limited resources. This can apply to memory, pro-
cessing power, battery power supply, etc.. Finally, due to the increasing availability of
wireless technology, AHWMNs are often expected to grow to very large sizes, making
scalability an important issue.

As a result of these challenges, algorithms that were designed for traditional telecom-
munication networks often perform badly in AHWMNs. New algorithms are therefore
needed at all layers of the network protocol stack. In this thesis, we concentrate on the
routing layer.

2.2 Types of ad hoc wireless multi-hop networks

In network research, work is being done on a number of different, related types of
wireless networks, which can all be classified as AHWMNs. In this section, an overview
is given of these different kinds of networks, and of the similarities and differences
between them. First, mobile ad hoc networks are described, since these were the first
AHWMNs that received a lot of attention in the literature. Next, we present wireless
mesh networks. These form a more general class of AHWMNs, of which mobile ad
hoc networks could in fact be considered a subclass. After that, sensor networks are
described, which is an application specific subclass of AHWMNs. We close this section
with a short discussion on the similarities and differences between the different types
of AWHMNs, and the consequences for this thesis.

2.2.1 Mobile ad hoc networks

Mobile ad hoc networks (MANETs) [227] are networks in which all nodes are mobile and
communicate exclusively via wireless connections. Usually, the nodes are equipped
with a single, omnidirectional wireless antenna. There is no fixed infrastructure in the
network, and there is no hierarchy: all nodes are in principle equal, and can function
both as end points of data communication, and as routers, forwarding data for each
other in multi-hop fashion. One can think of a group of users carrying wifi enabled
devices such as mobile phones, pda’s, laptops, etc., moving in a specific area and
forming a dynamic wireless network among them. See for example the MANET made up
of mobile phones depicted in figure 2.1, where the dashed lines symbolize the wireless
links.
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As a consequence of the above mentioned properties, MANETs are dynamic, flat,
fully decentralized networks without central control or overview. This gives rise to a
number of tough challenges for networking algorithms. MANET algorithms should be
highly adaptive to the ever changing environment. They should be robust in order to
deal with unreliable wireless transmissions. They should work in a fully distributed
way. Finally, they should be efficient in their use of the limited network resources,
such as bandwidth, battery power in the mobile nodes, etc..

The idea for MANETs stems from research into DARPA packet radio networks [142,
145]. Starting from the publication of the Destination-Sequenced Distance-Vector rout-
ing algorithm [211] in 1994, MANETs were the first type of AHWMNs to be investigated.
The specific challenges that are encountered in these networks have called the atten-
tion of many researchers and have made this a very active research area. Also, the
Internet Engineering Task Force (IETF) has set up a MANET working group to guideline
standardizations. However, when it comes to implementation, the MANET challenges
have proven to be very hard to deal with, so that there is now also a growing interest in
AHWMNs with less mobility and more hierarchy and organization, such as the wireless
mesh networks described in 2.2.2.

2.2.2 Wireless mesh networks

Wireless mesh networks (WMNs) [16] consist of two types of nodes: mesh clients and
mesh routers. Mesh clients are equivalent to MANET nodes: they are mobile, and usu-
ally communicate through one wireless interface, which is normally an omnidirectional
antenna. Like MANET nodes, they can serve both as end points of data traffic and as
routers. Mesh routers, on the other hand, are less mobile or even static, and are usu-
ally equipped with various wireless devices, supporting different technologies. They are
usually more powerful devices than the mesh clients, and often run on external power
supply rather than on battery power. The aim of the mesh routers is to form a wireless
backbone infrastructure for the WMN. An example of a WMN is given in figure 2.2: a
small group of static wireless nodes function as mesh routers, while a larger number of
heterogeneous mobile devices play the role of mesh clients.

The use of a more or less static backbone of mesh routers gives important advan-
tages compared to MANETs. First, it gives some stability and organization to the net-
work, which allows better exploitation of network resources. For example, data traffic
can be routed primarily over the backbone nodes, which are normally more powerful
and have higher bandwidth, alleviating the task of the mesh clients. Second, the fact
that the mesh routers usually support a variety of different wireless communication
technologies allows easy integration of heterogeneous devices and networks. Finally,
the mesh routers partly solve the problem of battery power usage.

The mentioned advantages make WMNs easier to implement than MANETs. Con-
sequently, an increasing number of mesh network implementation projects are being
started. These include projects from academic research, such as the Roofnet [30] exper-
iment of the Massachusetts Institute of Technology (MIT), projects by businesses, such
as the Magnets [148] project of Deutsche Telekom Laboratories (DTL), and even spon-
taneous efforts by independent enthusiasts, such as the olsr.freifunk.net experiment
in Berlin [9]. These networks have large differences in the way they were set up, their
structure, the devices that are used, etc.. For example, Roofnet and olsr.freifunk.net
are both totally unplanned networks that only consist of randomly placed WiFi access
points. Magnets on the other hand has a planned backbone of five high power routers
that are connected via directed wireless antenna’s, providing connectivity for a high
number of randomly placed, less powerful devices around them. A detailed description
of the Magnets project will be given in subsection 7.1.1.
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Figure 2.2: An example of a WMN, in which five static wireless nodes (in this example,
these are WiFi access points) act as mesh routers and a number of heterogeneous
mobile devices play the role of mesh clients.
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2.2.3 Sensor networks

Sensor networks [17] are AHWMNs that consist of wireless sensor nodes. Those are
small devices equipped with one or more sensors, some small processing capacity, and
a radio transmitter. The aim of sensor networks is to deploy a large number of such
sensor devices to measure a certain phenomenon. This can be geological activity, hu-
man body functioning, etc.. By forming a multi-hop network among them, the sensor
nodes have a means to send the data they have measured to a ”sink” node, where they
can be processed. The fact that the network is ad-hoc allows to set it up with minimal
planning. One can for example throw sensors from a boat into the sea so that they can
form a network at the bottom, or drop them from a plane.

Sensor networks come with their own specific challenges. First of all, they are usu-
ally very large networks, possibly consisting of thousands of nodes or more, so that
algorithms need to scale well. Next, the sensor nodes are normally designed to be very
cheap, light devices. This means that they have very limited resources for storage, pro-
cessing and transmission, so that highly efficient algorithms are needed. This problem
is acerbated by the fact that sensor batteries can often not be replaced (e.g., when the
sensors are thrown at the bottom of the ocean). Moreover, the use of cheap, low power
radio technology also means that communication is highly unreliable and irregular. For
example, changing radio ranges can give rise to unidirectional connections [290]. So
algorithms have to be robust and should be able to deal with unidirectional links. An-
other issue in sensor networks is that their topology is usually very dynamic. Different
from MANETs, this is not so much due to mobility of the sensor nodes (they are in fact
often static), but rather to the easy failure of lightweight devices with limited power, and
the fact that often new sensor devices are added. Finally, the communication patterns
in sensor networks are quite specific: each sensor node acquires data at regular inter-
vals, and needs to send this data to the sink node. It is important to take these patterns
into account when designing network protocols, in order to obtain better usage of the
limited available resources.

2.2.4 Algorithms for different types of AHWMNs

All three types of networks described above possess the typical properties of AHWMNs:
they have an ad hoc, dynamic topology, they use unreliable connections, they are
highly decentralized, and they have limited network resources. Also, they might all
grow to large sizes, although this aspect is more pronounced in sensor networks than
in MANETs and WMNs. Due to these similarities, networking algorithms for different
types of AHWMNs should have similar properties, such as adaptivity to a changing en-
vironment, robustness with respect to packet corruption or loss, a highly distributed
organization, efficiency and scalability. As a result, there is often a large overlap be-
tween algorithms used for the different types of AHWMNs. Especially for MANETs and
WMNs this is the case. MANETs were the first AHWMNs that received a lot of research
attention, and WMNs can in a way be seen as the follow up of MANETs. Therefore,
WMNs use to a large extent the algorithms that have been proposed for MANETs. Sen-
sor networks have been developed more or less in parallel with MANETs, and have more
specific algorithms. The work in this thesis is in the first place focused on MANETs and
WMNs.

2.3 Issues in ad hoc wireless multi-hop networking

This section builds on the general description provided in section 2.2 to investigate
important issues for networking in AHWMNs. We start with aspects of network con-
nectivity and node mobility, and then move up the network protocol stack discussing
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issues related to the physical layer, the data link layer, and the transport layer. Specific
attention is given to how these issues have consequences for the task of routing. Rout-
ing itself is not discussed in this section: since it is the main focus of attention of this
dissertation, it is treated in more detail in section 2.4.

2.3.1 Network topology and node mobility

As stated in 2.2, the topology of an AHWMN is normally not the result of careful plan-
ning, but arises from the placement of the nodes. In what follows, we first comment on
how this affects network connectivity, and then on how it relates to node mobility.

Network connectivity

There is a link between two nodes of an AHWMN if they can receive each other’s radio
signals. Therefore, the topology of the network is directly defined by the relative place-
ment of the nodes and the range of their radio transmitters. Since the placement of the
nodes in an AHWMN is done in ad hoc manner, with minimal planning, it can be con-
sidered as a random process, from which the network topology emerges. An important
factor in this process is the node density, since it directly influences the connectivity in
the resulting network topology. In [89,88], the theory of percolation is used to investi-
gate this relationship between node density and network connectivity analytically. The
authors show that there is a quite clear cut off point in node density, called the critical
density, under which the network falls apart into small, internally connected islands,
and above which there is connectivity between the majority of the nodes in the network.
For densities that are just above the critical density, this network wide connectivity is
quite sparse, so that paths between most pairs of nodes depend on the availability of a
few critical links. The failure of any of these critical links has a large impact on the rout-
ing possibilities in the network. This is in contrast with densely connected networks,
where often many alternatives are available to route around a failed link. This means
that in sparse networks, it is more difficult for a routing algorithm to provide adaptivity
to changes in the network topology. So, we can conclude that the node density of an
AHWMN directly affects the difficulty of the routing task.

Node density only has meaning when treated relative to the transmission range of
the nodes’ radio equipment: if this range is reduced while the number of nodes per
unit of area stays the same, the connectivity of the network decreases. This means that
variations of the radio range influence network connectivity as much as node density.
Radio range variations can happen accidently, for example because of random varia-
tions in the environment or because of changes in the available power in each node (see
also explanations in 2.3.2), or can be induced intentionally, for example in order to save
battery power or to reduce radio interference between different transmitters [195,150].
Some work treats the problem of defining a minimal power usage for each node un-
der the explicit constraint that there needs to be at least one path between each pair
of nodes in the network [114, 196]. This is particularly relevant in sensor networks,
where, as mentioned in 2.2.3, batteries can sometimes not be replaced. Clearly, the
application of such schemes can give rise to difficult topologies to maintain routing in.

Node mobility

Since the network topology is defined by the placement of the nodes, it changes when
the nodes move. As a consequence, the difficulty of the routing task is also strongly
influenced by the characteristics of the node mobility. These characteristics include
the speed of the movements, and the specific patterns followed by the nodes. The
latter defines for example how the nodes move relative to each other, and can give rise
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to temporary differences in node density. The impact of node mobility is especially
important in MANETs, where all nodes are mobile.

Node mobility depends on the usage of the network. Unfortunately, most research on
AHWMNs is done in academic context, without a clear understanding of their purpose.
Mobility is therefore usually simulated with artificial models, of which the Random
Waypoint model (RWP) [140] is by far the most popular. Under this model, each node
picks a random destination, and a random speed, and moves in a straight line to this
destination with the chosen speed. Then the node pauses for a certain time, after which
it picks a new destination and speed. Other models use different approaches, or model
specific behaviors such as e.g. group movements. An overview of mobility models used
in the literature is given in [46]. In recent years, there is a growing suspicion towards
these artificial mobility models, because they do not reflect real movements very well,
and because they may artificially give rise to certain node distributions. For example,
under RWP, nodes tend to cluster more in the center of the AHWMN area, so that there
is higher density there, giving better connectivity [29]. There is now a lot of interest in
collecting traces of real movements of people (e.g., see [55]), but so far very few such
information is available.

An interesting side remark can be made here with respect to the relationship be-
tween mobility, connectivity and network capacity. If applications can tolerate high
delays, communication between remote nodes in the network can profit from node mo-
bility by letting packets be temporarily stored in moving nodes, so that they can travel
closer to their destination this way. This can increase the capacity of the network, since
less wireless retransmissions need to be done [118]. It can also allow communication in
networks where there is no direct connectivity between source and destination nodes.
This is the area of delay tolerant networking (DTN) [44]. DTN was in the first place
developed as a solution for interplanetary telecommunications, where some links can
incur enormous delays, and some recipients can temporarily be out of range for com-
munication, e.g. a space station that is circling around a remote planet. Recently, the
term DTN has also been adopted to describe AHWMNs with intermittent connectivity,
such as e.g. MANETs consisting of people carrying short-range bluetooth devices. Also
the terms opportunistic networking or pocket switched networking are used [246,133].
While these “terrestrial” DTNs could be seen as a new type of AHWMNs, they are usually
still considered MANETs, operating in the extreme case where there is very limited con-
nectivity. Nevertheless, they need specific networking algorithms, which can deal with
these difficult circumstances. Such algorithms are outside the scope of this dissertation
though.

2.3.2 The physical layer

The physical layer is concerned with issues regarding the physical transmission of data
between two nodes. While a lot could be said about different radio transmission tech-
nologies that can be used, we will here limit the discussion to some issues that have
direct implications for routing. First, we discuss about the occurrence of unidirectional
links, and next, we comment on how choices at the physical layer are defining for net-
work capacity.

Unidirectional links

Most networking algorithms for AHWMNs assume all links in the network to be bidirec-
tional: if node i can hear node j, then node j can also hear node i. In reality however,
an AHWMN can also contain unidirectional links. These can occur for various reasons.
One reason can be a difference in radio range between the nodes: if i has a higher range
than j, it is possible that j can hear i while i cannot hear j. Such a difference in radio
range can be chosen deliberately, or can be the result of a difference in available battery
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power in the nodes (see subsection 2.3.1). Another, related reason for the occurrence
of unidirectional links is radio irregularity. It has been observed that the radio range of
wireless nodes does not form a perfect circle around the node, but instead shows quite
irregular patterns [290]. This is mainly due to differences in radio wave propagation in
different directions. A third reason for unidirectional links can be interference by other
transmitters. It is possible that the level of interference is different at i and j, so that
one of the two can temporarily not receive data from the other. The negative impact on
network performance due to the presence of unidirectional links has been documented
in various works [219,187].

Network capacity

Choices at the physical layer are defining for the network capacity. Most work on AH-
WMNs relies on WiFi technology (IEEE 802.11) [3], which can in theory provide a rela-
tively high throughput of up to 54 Mbps. Other, newer technologies, such as UWB (IEEE
802.15.3) [4, 282] and WiMax (IEEE 802.16) [5], promise even much higher through-
put. Despite these high bandwidth values, however, the actual available capacity in
an AHWMN is much lower. This is due to interference between different transmitters.
Different pairs of nodes in the network can only communicate simultaneously if they
are situated far enough from each other, so that they do not disrupt each other’s signal.
This is also referred to with the term “spatial reuse”: the wireless channel can be used
for multiple simultaneous communications if there is spatial separation. In [120], the
authors investigate how much capacity is actually available in an AHWMN if spatial
reuse is optimally used. They conclude that the available capacity per node in bit-
meters per second is inversely correlated with the square root of the total number of
nodes in the network, which means that for large AHWMNs, the available capacity per
node tends to zero. This result is not very encouraging for AHWMN research, but needs
to be read with some caution. The investigation was done for networks using single-
channel, omnidirectional antennas. If more than one channel is used, or other antenna
systems, such as directional antennas [284] or multi-antenna systems [179], better ca-
pacity can be obtained. Nevertheless, when developing algorithms for AHWMNs, one
needs to be aware that the total available bandwidth is much lower than what wireless
technologies can in theory provide, so that efficiency is important.

2.3.3 The data link layer

The data link layer is concerned with the organization of transmission and retransmis-
sion of data between two nodes. Often, the data link layer is identified with its most
important component, the medium access control (MAC) sublayer. This component
deals with the coordination of the access of different nodes to a shared communica-
tion medium. In AHWMNs, this comes down to avoiding interference while maximizing
spatial reuse. A different goal, which is mainly important in sensor networks, is power
saving [19]. In what follows, we first describe general issues related to MAC organiza-
tion in AHWMNs, and then discuss the most popular AHWMN MAC protocol, namely
the IEEE 802.11 DCF protocol.

Medium access control in AHWMNs

Since AHWMNs are usually highly decentralized, MAC protocols need to work in a dis-
tributed way. This makes it difficult to organize the sharing of the wireless medium
in an efficient way via the creation of multiple channels through frequency or code di-
vision multiplexing, or via the assignment of time slots. Research is therefore mainly
concentrated on single channel, contention based algorithms.
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A B C D

Figure 2.3: The hidden and exposed terminal problems (figure adapted from [254])

Contention based algorithms do not strictly separate simultaneous communications,
but instead allow the possibility of a collision of transmissions [254]. If such collision
happens, the transmission should be retried. Carrier sensing can limit the probability
of collisions: the basic idea is to listen whether the channel is idle before starting to
send. Important problems that need to be solved by single channel contention based
algorithms are the hidden terminal and the exposed terminal problems. Consider fig-
ure 2.3, where four wireless nodes are placed in a row, so that the distance between
each pair is roughly equal to their wireless radio range (assuming an idealized circular
radio range for each node). The hidden terminal problem takes place when C wants
to send to D while A is sending to B. Since C cannot hear the signals from A, it can
erroneously assume that the channel is free and start sending, hereby disrupting the
reception at B. The exposed terminal problem is more or less the opposite: when B is
sending to A, C can hear the signal and therefore decide that the channel is busy, while
a simultaneous transmission from B to A and from C to D is possible without causing
interference at signal reception.

The most popular MAC algorithm in AHWMN research is the IEEE 802.11 Dis-
tributed Coordination Function (DCF) [135], which we describe below. A range of other
MAC algorithms have been proposed. Many of these algorithms are variations on IEEE
802.11 DCF, or are at least similar in approach. See e.g. [159] for an overview.

IEEE 802.11 DCF

The IEEE 802.11 DCF MAC algorithm is a contention based single channel protocol. It
uses both carrier sensing and extra control packets to limit the number of collisions.
The basic working of IEEE 802.11 DCF is as follows. When a node wants to start a
transmission, it listens to check whether the wireless medium is free. Next, it sends a
request-to-send message (RTS) to the node it wants to transmit to, in order to request
the start of a conversation. If this node is free to receive, it sends a clear-to-send
message (CTS) back. The requesting node can then start the transmission of data, and
if this is successful, the receiving node concludes the communication by sending out
an acknowledgement message (ACK). Between each of the steps of this process, there
are small waiting times to avoid collisions. If the process goes wrong at any time, it
needs to be restarted completely, after a randomly chosen backoff interval. With each
failed transmission attempt, the window from which this backoff interval is chosen, is
doubled. The hidden terminal problem is solved by the RTS/CTS mechanism. The
exposed terminal problem is not solved by the IEEE 802.11 DCF algorithm. A special
remark needs to be made regarding broadcasting. In principle, all communication with
omnidirectional wireless antennas is done in broadcast mode (i.e., all nodes on the
medium receive the message). However, the RTS/CTS and ACK mechanisms are done
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with just one node and assure the implementation of unicasting. Therefore, if a node
wants to broadcast a message to all its neighbors, it cannot use these mechanisms. As
a consequence, broadcast transmissions are less protected and therefore less reliable
than unicast transmissions.

A lot of research has been done to assess the efficiency of the IEEE 802.11 DCF
algorithm. First of all, due to the sending of extra control packets around each data
packet, and the small delays between each of these sendings, the theoretical maximum
throughput using IEEE 802.11 DCF is a lot lower than the actual capacity of the radio
transmitters [143] (down to 50% or less depending on the size of the transmitted data
packets). More problematic is the use of the exponentially growing random backoff in-
terval: if there are a lot of collisions, e.g. when there is a lot of data traffic in the network,
it is possible that some communications are suspended for a longer time, or even get
completely starved [28]. This problem can be acerbated in multi-hop communications,
where subsequent hops in a path can actually interfere with each other [170,280].

As a consequence of all this, the use of IEEE 802.11 DCF puts further severe limita-
tions on the already compromised capacity of AHWMNs (the capacity limitations based
on spatial reuse calculations described in 2.3.2 assumed a perfect MAC layer protocol).
Some improvements have been proposed in other MAC protocols (see [159]), but the
basic problems stay the same. The main cause of inefficiency in MAC layer organiza-
tion is the decentralized nature of AHWMNs, which commands a distributed approach.
Improvements are possible if there is some structure in the network, such as between
backbone nodes in a WMN (see 2.2.2), or if node mobility is low enough so that there
is time to set up a different MAC organization, as is sometimes done in sensor net-
works [19,161]. In other cases, however, we need to be aware that the MAC layer limits
the capacity of the network, and increases the need for efficiency at the routing layer.

2.3.4 The transport layer

The transport layer is situated above the routing layer. It is concerned with the organi-
zation of the transport of data between the source and destination nodes of a commu-
nication session over the path provided by the routing algorithm [254]. The two main
transport protocols in the internet are the User Datagram Protocol (UDP) [217] and the
Transmission Control Protocol (TCP) [218]. TCP offers a secure transport service: a
triple handshake mechanism is used to establish a connection at the start of the trans-
port session, the arrival of each data packet is acknowledged by the receiver, warnings
are sent from the destination to the source if packets arrive out of order, lost packets
are retransmitted, and a congestion control mechanism is used to adapt the speed of
the data flow in case there is packet loss. UDP, on the other hand, offers a service
without any guarantees: it just sends packets on their way from source to destination,
without using any of the mentioned mechanisms. UDP can be preferred over TCP for
short data transports when the underlying network is very reliable. In what follows, we
comment on the use of TCP and UDP in AHWMNs.

TCP versus UDP in AHWMNs

AHWMNs are inherently unreliable networks, due to their use of wireless links and their
dynamic nature. So it makes sense to use a secure service like TCP, rather than UDP.
However, there are problems with the use of TCP in AHWMNs, stemming from various
causes.

A first problem for TCP in AHWMNs is that its various mechanisms cause a lot of
extra overhead [111]. For example, for each data packet going from source to des-
tination, an acknowledgement is sent back from destination to source. This goes in
conflict with the typically low capacity of AHWMNs, as described in 2.3.2 and 2.3.3.
This problem can be acerbated due to interactions with the MAC layer algorithm, as
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TCP uses exponentially growing random backoff timers for retransmission, just like
IEEE 802.11 DCF (see 2.3.3). A second problem is caused by TCP’s congestion man-
agement mechanism [22,250]. TCP was designed with wired networks in mind, where
data transmissions are quite reliable. Therefore, when TCP detects a problem with data
delivery (out of order delivery or packet loss), it assumes that the cause is congestion
of the network, and consequently reduces the data flow. In AHWMNs, however, packet
loss is often caused by the use of unreliable wireless links or mobility induced path loss.
TCP will therefore lower its throughput unnecessarily and reduce the throughput of the
network. A third problem has to do with TCP timers. To define whether a packet was
lost, TCP uses timers, which are based on an estimate of the time it takes for a packet
to go to a destination and for an acknowledgement to come back to the source. This
is the so-called round trip time (RTT). In an AHWMN, which is an inherently dynamic
environment, the RTT can vary greatly, making its estimation difficult. This causes
TCP to detect false packet losses, which are again interpreted as caused by congestion,
with a reduction of the data throughput as a consequence. A final problem has to do
with the frequent path failures that occur in AHWMNs [130]. In these situations, there
is again packet loss, but the destination will not be able to warn the source about it.
Therefore, the source only detects the loss when its timer for the acknowledgement runs
out, causing extra delay.

The above problems make the use of TCP in AHWMNs problematic. Therefore, many
variations of TCP have been proposed, in an attempt to deal with these difficulties.
See [268] for an overview. Nevertheless, many AHWMN research studies avoid these
problems altogether by using the UDP transport protocol. For the routing layer, the
important message is that correct data delivery is an important evaluation criterium,
as the transport layer above it has difficulties providing reliability.

2.4 Routing in ad hoc wireless multi-hop networks

Routing is the task of directing data flows from source nodes to destination nodes while
maximizing network performance. This is particularly hard in AHWMNs. Due to the ad
hoc and dynamic nature of the network, the topology can change constantly, and paths
between sources and destinations that were initially efficient can quickly become inef-
ficient or even infeasible. This means that routing information should be updated more
regularly than in traditional wired telecommunication networks. However, this can be a
problem in AHWMNs, with their limited bandwidth and node resources, and their possi-
bly unreliable communication channels. New routing algorithms are therefore needed,
which can give adaptivity in an efficient and robust way.

A lot of research has been done on routing in AHWMNs in the past few years. In this
section, we give an overview of the research in this area. The aim is not to present an
exhaustive list of existing protocols (for this, we refer to existing surveys, such as [227,
14]), but rather to describe the most important ones and to give insight into interesting
ideas and techniques that have been developed in this area. We start the section with an
explanation of the distinction between proactive and reactive routing protocols, which
is the most used criterium to classify AHWMN routing algorithms. Next, we describe
in detail a number of representative routing algorithms. Finally, we give an overview of
important techniques used in other AHWMN routing algorithms.

2.4.1 Proactive versus reactive routing algorithms

Traditionally, AHWMN routing protocols are classified as proactive or reactive protocols.
Under proactive routing protocols, all nodes of the network try to maintain consistent
routing information about all other nodes at all times. This means that routing informa-
tion needs to be updated after each change in the network. Data are routed by a simple
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lookup in the tables which store the routing information, and proactive routing algo-
rithms are therefore also called table-driven [227]. Examples of proactive algorithms
are Destination-Sequenced Distance-Vector Routing (DSDV) [211] and Optimized Link
State Routing (OLSR) [61] (see subsection 2.4.2 for descriptions of both algorithms). Un-
der reactive routing protocols, nodes only gather the routing information that is strictly
needed. This is the case when a new data session is started, or when a currently used
path fails. Gathering routing information usually involves a route discovery or a route
repair phase. Reactive algorithms are also called on-demand algorithms [227]. Exam-
ples are Dynamic Source Routing (DSR) [140] and Ad-Hoc On-Demand Distance Vector
Routing (AODV) [213] (see subsection 2.4.2).

Proactive algorithms have the advantage that routing information is always readily
available when data needs to be sent. Also, all changes in the network are taken into
account, so that new routing opportunities can be exploited, and backup paths can be
provided when primary paths fail. On the downside, these algorithms can become quite
inefficient or even break down completely when a lot of changes need to be tracked.
This is the case when the topology is highly dynamic, or when the network is large.
Reactive algorithms only focus on the routing information that is strictly necessary.
This way, they can greatly reduce the overhead they create, so that they are in general
more efficient. The disadvantage is that they are never prepared for disruptive events,
and that some data packets can therefore incur large delays, e.g. during the route
setup phase at the start of a communication session. In MANETs, where all nodes are
mobile, so that there are a lot of topology changes, the general preference is for reactive
algorithms [42]. However, in WMNs, which are less dynamic, and in sensor networks,
where nodes are often not mobile, proactive algorithms can also be a good choice.

So far we have used the terms proactive and reactive routing in a rather strict sense.
We can define reactive behavior in a more general way as the gathering of routing in-
formation in reaction to an event, and proactive behavior as the gathering of routing
information at all other times. Algorithms which combine both reactive and proactive
elements are called hybrid algorithms. They try to combine the advantages of both ap-
proaches. The classic example is the Zone Routing Protocol (ZRP) [121] (see subsection
2.4.2). In practice, a lot of AHWMN routing algorithms can be labeled hybrid, since they
contain some combination of reactive and proactive behavior.

2.4.2 Important routing algorithms for AHWMNs

In what follows we describe in detail some of the most representative routing algorithms
for AHWMNs. For routing in MANETs and WMNs, which largely use the same protocols,
we describe two proactive algorithms, DSDV and OLSR, two reactive algorithms, DSR
and AODV, and one hybrid algorithm, ZRP. For sensor networks, we describe directed
diffusion, which is a reactive protocol.

Destination-Sequenced Distance-Vector Routing

DSDV, published in 1994 [211], was the first routing algorithm for AHWMNs. It is
a direct adaptation of distance vector routing, which is at the basis of internet routing
protocols such as Routing Information Protocol (RIP) [123] and Border Gateway Protocol
(BGP) [178] (see also subsection 3.1.1).

In distance vector routing algorithms, every node i keeps for every destination x a
set of distances {dx

ij}, indicating the distance to reach x from i when neighbor j is used
as the next hop in the path. The distance metric can be the number of hops or the end-
to-end delay. Data that need to be routed for destination x are sent to the neighbor with
the lowest value for the distance. In order to keep the distance vector tables up to date,
each node periodically broadcasts an update of its shortest routes to its neighbors. A
neighbor k receiving from i the update dx

i , which is the shortest distance from i to x,
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can calculate its own distance to x over i, dx
ki, by combining dx

i with the cost of the
link from k to i (which it monitors locally). Even if nodes initially start with completely
random estimates for each of the path costs {dx

ij}, the system of continuously updating
the cost estimates eventually converges, so that all nodes have correct estimates for
the costs of all paths. Distance vector routing is also known as distributed Bellman-
Ford routing [27], and stems from the adaptation of dynamic programming [26] to the
problem of routing. More on distance vector routing will follow in subsection 3.1.1.

One of the main problems with distance-vector methods is that loops can be formed.
This is mainly due to the fact that nodes make routing decisions in a distributed
way, and possibly do so using stale distance information. Moreover, since nodes base
their routing information on estimates provided by other nodes, wrong information can
quickly propagate through the network, and even though eventually all routing informa-
tion should converge to correct values, this might take quite long (see e.g. the problem
of counting to infinity [254]). As routing information gets out of date really fast in AH-
WMNs, this problem can get quite severe. DSDV solves the problem using sequence
numbers assigned by the destination node. When faced with multiple route updates,
nodes always prefer the fresher information (the newest sequence number). Only when
two routes are equally fresh the shorter route is chosen. Another feature in DSDV is the
use of incremental updates. In order to avoid that nodes have to broadcast complete
routing tables at every topology change (which can be very often), it is possible to report
only the changes since the last full table update.

Despite the careful adaptations done to the original distance-vector method, DSDV
suffers from the earlier mentioned problem usually faced by proactive algorithms: track-
ing all changes in a dynamic network is inefficient. Simulation studies which compare
different routing algorithms confirm this: in [42] it is found that DSDV’s performance
deteriorates quickly with increasing network mobility.

Optimized Link State Routing

Like DSDV, OLSR [61] is a proactive routing protocol. And like DSDV, OLSR was in-
spired by an important class of routing algorithms for wired networks, namely link state
routing, to which the internet routing protocol Open Shortest Path First (OSPF) [197]
belongs (see also subsection 3.1.2).

The typical mode of operation of link state routing algorithms is that each node lo-
cally monitors the network situation, and periodically floods its local view over the net-
work. By combining all received local views, each node can get a complete picture of the
network, and calculate shortest paths to all destinations based on it. This is different
from distance-vector algorithms, where nodes periodically send out their complete set
of routes (so not just their local view), and where these updates are only sent to direct
neighbors, instead of over the whole network. The main advantage of link state routing
is that it converges faster to correct routing information. However, it is not more robust
than distance vector routing (things can go quite wrong when routing updates get lost),
and is not necessarily more scalable, because, even though routing update messages
are smaller, they need to be flooded over the whole network, and nodes need to locally
build a complete picture of the whole network. See subsection 3.1.2 and [254] for more
discussion on link state routing and the difference with distance vector routing.

OLSR offers an adaptation of link state routing which is optimized for AHWMNs.
Monitoring of the local network situation is done with beacon messages, which are
periodically sent out by all nodes. When a node i receives a beacon message from a
node j, it can conclude that j is its neighbor. When sending its own beacon messages,
i includes a list of all its neighbor nodes. E.g., in the example of figure 2.4, node i
includes nodes a, b, c, d, e, f , g and j in the beacon message. j can then see that i
has received its beacon message (since it sees itself present in i’s neighbor list), and
conclude that there is a bidirectional link between i and j. Moreover, by combining
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Figure 2.4: The working of OLSR. The dashed lines symbolize wireless links (not all
links are drawn in order not to overload the picture). Node j chooses i, k, l and m as
MPR nodes, since they are sufficient to reach all its two-hop neighbors. Figure adapted
from [61].

i’s neighbor list with those of its other neighbors, j can get a complete picture of its
2-hop neighborhood. Then follows the most characteristic part of the OLSR algorithm,
in which j picks a number of so-called multi-point relays (MPR). This is a subset of
its neighbor nodes that is sufficient to reach all nodes in the 2-hop neighborhood. In
figure 2.4, j chooses i, k, l and m as its MPR nodes. When j subsequently floods its
local view over the whole network, as is needed in link state routing (see above), only
j’s MPR participate in forwarding the flooded message. This way, the flood needs less
packet transmissions. Moreover, the local view sent out by j is nothing more than a list
of all nodes that have selected j as MPR, j’s so-called MPR selector nodes. This means
that the flooded messages can be quite small. It also means that the global network
views constructed based on these local views contain only connections between nodes
and their MPR selector nodes, so that the network is smaller but still fully connected.
Finally, if MPR nodes are chosen from among neighbors with which there is a bidirec-
tional connection, the global network view will contain only bidirectional connections.
This can be important in case there is irregular radio wave propagation which can cause
links to be unidirectional (see also 2.3.2).

Being a proactive routing protocol, OLSR inherits the earlier mentioned efficiency
problems in highly dynamic AHWMNs. Also, being a link state routing protocol, OLSR
is not very robust with respect to loss of control packets, and not very scalable. Nev-
ertheless, the mechanisms adopted for improving efficiency are interesting, and the
fact that bidirectional links can be identified can be an important asset. Consequently,
OLSR has received considerable attention since its publication in 2001, especially when
it comes to making implementations for real deployment: it was the routing algorithm
of choice for the already mentioned olsr.freifunk.net experiment in Berlin [9], and has
been implemented for use under Windows and Linux by the Navy Research Labs [8]. In
one study with a real MANET testbed [36], OLSR has been shown to give comparable
performance to the AODV reactive routing algorithm when the network is small and has
limited mobility. OLSR has been published as a standard by the IETF MANET working
group [60].
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Dynamic Source Routing

DSR [140] was in 1996 the first reactive routing algorithm to be published. As in other
reactive algorithms, nodes only actively look for routing information when it is strictly
needed, i.e. when data needs to be sent to a destination for which no valid route exists.
Important features of the algorithm are that it uses source routing, and that it makes
extensive use of caching to increase the available routing information.

Under DSR, nodes that need to send data first check whether they have any routing
information available for the requested destination. If this is not the case, a route
discovery process is started, in which a route request message (RREQ) is flooded over
the network. Once the RREQ reaches the destination, a route reply message (RREP) is
sent back to the source, either following the same path of the RREQ back, or following
a different path from the destination to the source. At the return of the RREP, the route
discovery process is complete, and the source can start sending data. If later, during
the communication, one of the links on the path fails, a route error message (RERR) is
sent from the node where the error was detected back to the source, which can then
start a new route discovery process.

An important aspect of DSR is that it uses source routing. This means that data
are not routed hop by hop, as is common practice in most routing algorithms, but
that instead the source node decides about the complete path to the destination, and
adds it to each data packet. While this means extra overhead per data packet, source
routing has as an advantage that the source has complete control over the path, so
that e.g. loops can be avoided. Another advantage is that all nodes that receive a
data packet on its way to its destination can extract information about the topology of
the network. This last property is exploited extensively in DSR, which allows nodes to
cache all routes they can extract from passing data packets (if promiscuous mode is
possible, this includes also data packets that were not destined for the current node,
but could somehow be overheard). This allows to build a database of existing routes,
which can be used to avoid the need for a route discovery process, to provide backup
paths in case of failure, etc.. However, caching can also be dangerous. Overheard
routes often stay in cache unused for a while before they are actually needed, at which
point they might have expired already. As a consequence, data packets can be sent
onto erroneous routes, leading to extra delay and overhead. Moreover, these erroneous
routes can be overheard by other nodes, so that wrong information can actually spread
over the network. This phenomenon is called “cache pollution” [183,186].

DSR is an important reference algorithm in the field. A number of studies compare
it to AODV, the other important reactive algorithm, which is described below, however
with few conclusive results [42, 65]. Recently, DSR formed the inspiration for Link
Quality Source Routing (LQSR) [92], which is the routing algorithm used in the Mesh
Connectivity Layer (MCL) architecture developed by Microsoft Research labs, and for the
Srcr routing algorithm, which was developed for use in MIT’s Roofnet WMN testbed [30].

Ad-Hoc On-Demand Distance Vector Routing

AODV [213] was published as the on-demand version of DSDV. Like DSDV, it uses hop
by hop data routing based on distance vector tables. Also, it uses the destination based
sequence numbers of DSDV to distinguish old from new routing information. Being a
reactive algorithm however, AODV is in its general working more similar to DSR.

Under AODV, nodes that have data to send to a destination that they have no infor-
mation about, start a route discovery process. This process is similar to the one of DSR:
a RREQ is flooded over the network, and when it reaches the destination, a RREP is
sent back to the source, which can then start sending data over the newly established
path. The difference with DSR lies in the way routes are identified: the RREQ does not
store the full path that it has traveled, but instead leaves in the routing table of each
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intermediate node a pointer towards the source. The RREP follows these pointers back
to the source, and changes them into pointers towards the destination. Data packets
are routed from source to destination following these pointers, and do not have to carry
full paths. When there is a failure anywhere along the path, a RERR is used to warn
the source, which can start a new route discovery process. A possible improvement,
which was studied together with some other optimizations of AODV in [165], allows for
intermediate nodes to try to locally rebuild failed routes, i.e. to find a route around a
failed link. This is called local repair.

The use of hop by hop rather than source routing has as most important advantage
that there is no extra overhead for each data packet. A disadvantage is that nodes can-
not extract routes from passing data packets, so that caching like in DSR is impossible.
However, as was explained before, caching can also have a negative impact.

AODV is by far the most cited and studied AHWMN routing protocol. It forms the
most important benchmark algorithm for the evaluation of other routing protocols, and
has been standardized by the IETF [212].

Zone Routing Protocol

ZRP [121] was the first hybrid routing algorithm. It is less used than other routing
algorithms presented in this section, but is described here because it provides a simple
example of how reactive and proactive routing can be combined.

Under ZRP, proactive routing is used within a certain zone around each node (so
each node keeps up-to-date routes to nodes in a k hop radius, where k can be equal
to 2 or 3 e.g.), and reactive routing is used for destinations further away. Data for
destinations within the zone can therefore be delivered straight away. For destinations
further away, a route discovery process is needed. The use of the zones allows to
design a route discovery process that is more efficient than those of AODV and DSR:
the source node sends the RREQ to the nodes at the outer edges of its zone, and those
nodes forward it to their zone’s outer edges and so on, so that the RREQ travels in
jumps. The discovered paths consist of a list of zone edge nodes, and do not contain
information about the nodes between them. This means that the paths can be smaller
to store, and that they can in principle be more robust (since they are not affected by
the movement of nodes between the zone edge nodes).

Directed diffusion

Directed diffusion [137] is a reactive routing protocol for sensor networks. It addresses
issues of scalability, robustness and efficiency, and was designed specifically to sup-
port the typical communication patterns of sensor networks, where the sensor nodes
periodically need to forward their sensed data to one or more sink nodes. Directed dif-
fusion has similarities to Temporally-Ordered Routing Algorithm (TORA) [209], which is
a reactive routing algorithm that was developed for MANETs.

In directed diffusion, the setup of data paths is initiated from the sink node when
data are needed. To this end, an interest message is formulated, which describes
which data are needed, for which period they are needed, and with which frequency.
This interest is subsequently propagated through the network to all sensor nodes. Each
node that receives it sets up a gradient, which is a pointer to the node it received the
interest from, and starts looking for the requested data with the requested frequency.
When a node obtains data that fit the interest message, it forwards them along the
corresponding gradient. Data coming from different parts of the sensor network can be
aggregated when they meet in an intermediate node while traveling to the sink. This
way, forwarding can be done more efficiently, which is very important given the strict
power limitations in sensor networks. Once the sink node starts receiving data, it starts
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to regularly resend its interest, in order to reinforce and repair the existing paths. This
way, higher robustness is provided.

2.4.3 Other techniques for AHWMN routing

The algorithms described in 2.4.2 represent the most cited ones in the area of AHWMN
routing. In what follows, we give a broader overview of this research area. In particular,
we describe a number of interesting techniques that have been developed, explain how
they are used in different algorithms, and comment on advantages and disadvantages of
each of them. In particular, we talk about the use of multipath routing, about creating
a hierarchical structure in the network, about the use of geographical location informa-
tion, about different routing metrics, about techniques for large scale AHWMNs, about
multicasting, geocasting and broadcasting, and about data-centric routing, which is
important in sensor networks.

Single path versus multipath routing

Most routing algorithms use single path routing: at all times, only one path is main-
tained between source and destination. The alternative is to maintain multiple paths
simultaneously. Advantages of multipath routing include higher throughput, because
data can be spread over the different paths, and higher robustness, because backup
paths are available in case of a failure and because multiple copies of the data can be
sent in parallel over different paths. Both of these are important features in the face
of the low capacity and reliability that are typical for AHWMNs. Disadvantages of mul-
tipath routing are mainly due to the fact that more than one path needs to be set up
and maintained. This leads to more complex algorithms, and more overhead. A con-
firmation of the advantages and disadvantages of multipath routing in AHWMNs, both
via analysis and simulation, is given in [214]. On the other hand, a similar analytical
study in [109] shows how a bad spreading of the multiple paths can negatively affect
the throughput advantage.

A large number of multipath routing algorithms have been proposed in AHWMN re-
search. See [198] for an overview. These algorithms differ in the way multiple paths
are set up, maintained and used. During path setup, a number of different paths are
selected. Some algorithms allow braided multiple paths [108], whereas others look for
link [186] or node [283] disjoint paths, or even paths which are outside each other’s in-
terference range [278]. This is important in AHWMNs, where the augmented throughput
offered by the use of multiple paths can only be realized if these paths do not interfere
with each other. Once the paths are set up, they need to be maintained. Most al-
gorithms manage the paths in a reactive way: they remove paths when a link break
occurs, and only take action when no valid path to the destination is left. A few al-
gorithms use probing to obtain up-to-date information about the paths and to detect
failures [108,269]. Finally, the way the multiple paths are used differs strongly among
algorithms. In many of them, only one of the paths is used for data transport, while
the others are only used in case of a failure in the primary path [163, 201]. Some al-
gorithms also explore the idea of spreading data over the multiple paths to increase
the throughput [164, 108, 269]. An interesting way of spreading data to increase ro-
bustness is presented in [261]: diversity coding allows to encode N blocks of data into
M + N blocks in such a way that any subset of size N of these M + N blocks allows to
reconstruct the original data. By using this encoding and spreading data over multiple
paths, robustness of data delivery can be greatly improved.
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Network structure

Many AHWMN routing algorithms, including the algorithms DSDV, OLSR, AODV and
DSR described in 2.4.2, consider all nodes in the network as equal and perform routing
in an essentially flat space. These are called uniform protocols. A different approach is
to try to make the routing task easier by giving some structure to the routing space. This
is the strategy used by partitioning protocols. A classic example is Clusterhead Gate-
way Switched Routing (CGSR) [59]. This algorithm organizes the AHWMN in clusters,
each with a clusterhead and a number of gateways, and organizes all communication
between nodes of different clusters via the clusterheads and the gateways.

The advantage of partitioning algorithms is that they simplify routing, so that in
principle better efficiency and scalability can be achieved. In practice, however, there
are also some important disadvantages. First, if mobility is high, the maintenance of
the network partitioning can cause a lot of overhead. Second, attributing roles such as
clusterhead or gateway to certain nodes means that the network is more dependent on
them, and that they have to perform more work than other nodes (this can be a problem
if there is limited battery power e.g.). Finally, although partitioning leads to faster route
discovery in large networks, the discovered routes are not always the shortest: nodes
could be close to each other in the network, but still have to communicate through their
respective clusterheads. In sensor networks, where nodes are often static and scalabil-
ity is a very important factor, partitioning algorithms are relatively more popular than
in MANETs and WMNs. An example is the Low Energy Adaptive Clustering Hierarchy
protocol (LEACH) [125].

A middle way between uniform and partitioning protocols is given by neighbor selec-
tion protocols [102]. In these protocols, each node gives some structure to the network
from its own point of view. An example is the previously mentioned ZRP (see 2.4.2),
in which each node uses a proactive protocol to maintain routing information about
nodes within a certain number of hops, and a reactive protocol for nodes further away.
Another example is Fisheye State Routing (FSR) [210], in which updating of routing
information is done frequently for nearby nodes, and less frequently for nodes further
away. This results in a blurred vision of the network: for faraway nodes only a vague
routing direction is known, but as the data packet approaches its destination, more
precise routing information is available. The advantage of neighbor selection protocols
is that there is some structure in the network, which improves scalability and efficiency,
without there being an overall structure that needs to be maintained.

Using location information

Some AHWMN routing algorithms use geographic location information for routing (e.g.
[146]). In such location based algorithms, source nodes add the geographic coordinates
of the destination to each data packet, and forwarding decisions are based on which
next hop brings the data packet closest to its destination. This approach exploits the
fact that the network topology is defined by the placement of the nodes (see 2.3.1),
so that geographical proximity is closely related to proximity on the network topology
graph. A good overview of existing location based algorithms can be found in [113].

Advantages of location based routing are that no explicit path setup is necessary,
that paths are flexible (here, a path is not a list of nodes to be visited, but instead results
from the location based decisions at each intermediate node), and that very little routing
information needs to be maintained. This makes the system more efficient, scalable and
robust. There are, however, also a number of problems that need to be solved in this
approach to AHWMN routing. First of all, each node has be able to obtain its own
location coordinates. This is normally done through the use of the Global Positioning
System (GPS) [129]. However, use of GPS can be expensive, and is not always possible
(e.g. indoors). In [47], the authors present a rather complicated method for GPS free

24



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

location detection. A second problem is that source nodes need a way to figure out
the location coordinates of the destination node, and maintain them in the face of
mobility. This is usually done using some form of location server. However, the use of a
single location server is in conflict with the distributed and ad hoc nature of AHWMNs,
and creates a single point of failure. Some solutions to this problem are described
in [171, 31]. Finally, location based algorithms can experience difficulties when there
is a big gap in the graph that stops greedy forwarding from finding the destination.
Approaches to get around wholes in the network graph are presented in [157,31].

Routing metrics

Routing algorithms need a metric to evaluate different routes and choose one (or several)
among them. The most straightforward choices are the end-to-end delay and the hop
count. The end-to-end delay can however be quite unstable in AHWMNs. One reason is
that there is often only one wireless device, with one queue that is shared for all wireless
links, so that the traffic for one neighbor also suffers from high delays for the traffic
for other neighbors. Another reason is that differences in wireless connection quality
can lead to high delay variations, e.g. due to the exponential backoff interval used for
retransmissions at the MAC layer as explained in 2.3.3. Compared to delay, the hop
count is a very simple and stable metric. It has therefore been used by a lot of AHWMN
routing algorithms. Nevertheless, there is a growing awareness that hop count is not
necessarily a good metric [67]. This is because paths with a low number of hops usually
consist of long hops, which can be of low quality and break easily as a consequence of
node movement, and because short paths tend to go through the center of the AHWMN
area, where congestion and wireless channel contention is higher.

A number of other metrics have been proposed to evaluate paths. In Associativity-
Based Routing (ABR) [257], nodes periodically broadcast beacon messages, and they
count how many of these messages they have received from each of their neighbors.
These are called “associativity ticks”. Links with a high number of associativity ticks
are considered more stable, and are therefore preferred.

Power aware routing algorithms (e.g. [247]) evaluate paths based on their power us-
age. Apart from saving on limited power resources, lowering power usage also reduces
interference and increases the possibility for spatial reuse. Different power based met-
rics are possible. One can e.g. choose the path which uses minimal power, or the
path going over nodes with most power left (so that the remaining lifetime of the path
is maximized). A number of power based routing metrics are discussed in [240]. A
general survey on power aware networking (not just routing) is given in [141]. Power
aware networking is especially important in sensor networks, where power resources
are usually more limited and can often not be replaced (see also 2.2.3).

An interesting newly proposed metric is the Expected Transmission Count (ETX) [66].
This metric estimates the expected number of transmissions that will be needed to suc-
cessfully conclude the transfer of a data packet over a link. This includes possible
retransmissions of the data packet due to failures, and the transmission of the ac-
knowledgment packet in backward direction. The estimate is obtained by measuring
the transmission success of regularly sent probe messages. An important reason for
the development of ETX was the observation that MAC layer mechanisms such as the
RTS/CTS and ACK messages of IEEE 802.11 DCF allow to send data packets over lossy
links, making it difficult to assess the real link quality. The ETX measure was devel-
oped based on experiences from real AHWMN deployment, and formed the basis for
the Expected Transmission Time (ETT) metric used in the Roofnet testbed [30]. In [93],
the ETX metric was compared to hop count and end-to-end delay. It was found to give
significantly better performance in static networks (although producing longer paths),
but was outperformed by hop count in dynamic networks because the probe based
transmission estimation was too slow to adapt.
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Large AHWMNs

In the field of MANET and WMN routing, most of the work is done on the scale of a
local area network (LAN), with simulation and implementation tests carried out with
networks of up to maximally 100 nodes. An exception is the scalability study of AODV
described in [162], which evaluates the performance of AODV in a network of up to
10000 nodes. This paper proposes a number of extensions to AODV to improve its
performance in such large networks: expanding ring search, query localization and
local repair. With expanding ring search, the flooding of the RREQ message for initial
path setup is limited in size in order to improve the efficiency of the process: the flooded
message is forwarded for a maximum number of hops, and only if this limited flood
does not result in a path to the destination, it is gradually increased in size. Also query
localization and local repair are meant to make the path setup more efficient, but only
in the case of the failure of an existing path. With query localization (originally proposed
in [53]), the RREQ flood is only allowed to propagate in the neighborhood of a previously
known path to the destination. With local repair, path failures are resolved with a
limited flooding of a repair message around the area where the failure was detected.
Despite these adaptations, AODV’s performance was found to degrade quickly for large
networks, due to the long path lengths. For example, throughput was down to 50% at
1000 nodes.

A few algorithms were proposed specifically for MANETs and WMNs of wide area
network (WAN) scale. An example is the Terminodes routing algorithm [31]. It uses ge-
ographic location information for scalable routing, and maintains a small world overlay
network to support efficient route detection [32]. The algorithm performed well in large
scale simulation tests that went up to 600 nodes. Also the Mobile Ants Based Rout-
ing (MABR) algorithm [126, 127] aims at supporting routing in large AHWMNs. Like
Terminodes, MABR uses geographical information to increase scalability. Also, it di-
vides the whole area of the AHWMN into zones to make the system more manageable.
In a large simulation study with 10000 nodes, it compared favorably to Terminodes
routing [127]. The MABR algorithm is partly based on the Ant Colony Optimization
meta-heuristic described in chapter 3.

In the field of sensor network routing, scalability is very important, since the ex-
pected size of such networks is typically very large. To provide such scalability, sensor
network routing protocols often use location based routing [281], and/or network parti-
tioning techniques [125]. Sometimes, sensor networks are considered so large that it is
impossible to assign a unique identifier to each node. In that case, a possible solution
is to apply data centric routing, where data is routed based on their content, rather
than based on a destination node identifier [18]. Data-centric routing is described in
more detail later in this section.

Unicasting versus multicasting, geocasting and broadcasting

So far, we have only discussed unicast routing protocols, in which a sender sends to
one particular receiver. Some protocols also support communication between a sender
and a group of receivers. Based on characteristics of the group of receivers, one can
distinguish between multicasting, geocasting and broadcasting.

In multicast protocols, the group of receivers is a subset of the nodes of the network,
where each member needs to be explicitly identified. Many of the often cited applica-
tions of AHWMNs, like disaster recovery and battlefield communication, typically need
support for this form of communication. Multicasting could be provided via the use
of parallel unicast sessions between the source and each of the destinations. Such an
approach would however be quite inefficient. A commonly used alternative is to built
a routing structure between the members of the multicast receiver group, so that mes-
sages from the source can efficiently be forwarded between them. This routing structure
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can in principle have any shape. E.g., the approach described in [279] proposes to use a
tree structure. In [166], several multicast routing protocols for AHWMNs are described,
and their performances are compared in a simulation study. One conclusion of the
paper is that multicast protocols using a mesh routing structure are to be preferred
over those using a tree structure, since they provide multiple paths between each pair
of receivers.

Geocasting can be seen as a special case of multicasting, whereby the group of re-
ceivers is defined as all the nodes that are currently in a certain geographical area.
The term was first proposed in [203]. Typical applications of geocasting could be local
advertising or service provisioning, finding out who is in your neighborhood, or geo-
graphic message delivery (e.g., sending an emergency message to all nodes in a certain
area). In sensor networks, where the relation between the sensed data and their lo-
cation is often important, geocasting is often needed. In [154], three different geocast
routing protocols, all adapted from existing multicast routing protocols, are described
and compared.

In broadcasting, the group of receivers contains all the nodes in the network. It
is important to understand the difference between broadcasting at the MAC level and
broadcasting at the network level. At the MAC level, a broadcast reaches all nodes
that are in radio range of the sender. Some details about MAC level broadcasting in
AHWMNs are given in 2.3.3. At the network level, a broadcast reaches all nodes in the
AHWMN, some of which possibly after multi-hop relaying. Network level broadcasting
is also often referred to as flooding. Many existing AHWMN unicast routing algorithms
rely on flooding to spread or gather routing information. Examples are AODV’s and
DSR’s flooding of RREQ messages to set up paths, and OLSR’s flooding of local net-
work views via MPR nodes (see 2.4.2). Due to the need for multi-hop forwarding of
flooded messages, flooding can get quite inefficient. In fact, in reactive algorithms such
as AODV and DSR, flooding is the most important source of control overhead. Some
mechanisms have been proposed to make flooding more efficient, such as OLSR’s use of
MPR nodes. An overview and comparison of efficient flooding protocols is given in [285].

Address-centric versus data-centric routing

Address-centric routing is the normal way of operation in computer networks: data
are routed through the network based on the address of their destination node. Data-
centric routing provides a radically different approach: destination addresses are not
used, and data are instead forwarded based on their contents. Under data-centric
routing, routing information does not indicate the next hop corresponding to a spe-
cific destination address, but corresponding to certain data properties. An important
example is the directed diffusion algorithm described in 2.4.2. In terms of operation,
data-centric protocols can be classified as query based or negotiation based. In query
based algorithms, such as directed diffusion [137] and rumor routing [41], the desti-
nation node defines the properties of the data it is interested in, and the sensor nodes
forward the requested data. In negotiation based algorithms, such as sensor protocols
for information via negotiation (SPIN) [158], sensor nodes advertise which data they
have available, and destination nodes can register to receive this data. Closely related
to data-centric routing is the more general framework of content-based networking [52].

Data-centric routing was in the first place developed for sensor networks, to support
the typical communication patterns of such networks, where data measured by sensors
spread over a wide area need to be drawn to one or more sink nodes. In this context,
data-centric routing has some important advantages. These are in the first place related
to the fact that data forwarding is made more efficient: sensor nodes only send the data
that are requested by the sink node, and similar data coming from different sensors can
be aggregated at intermediate nodes to travel more efficiently till the sink. The efficiency
advantages due to aggregation have been confirmed via analytical modeling in [156].
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Other advantages of data-centric routing come from the fact that no destination node
address is used in the routing. This can help reduce the need for network wide topology
information, as in directed diffusion [137], and eliminates the need for a global space of
unique addresses. These are important elements to improve scalability and efficiency
in very large sensor networks.

2.5 Conclusion

In this chapter, we have described the context in which the work for this thesis is
situated. We have explained what AHWMNs are, which different types exist, what issues
need to be dealt with in AHWMN networking, and what the current state-of-the-art
is in the area of AHWMN routing. Throughout this chapter, we have explained how
the properties of AHWMNs define in a direct or indirect way the characteristics of the
routing task in such networks. Specifically, we have formulated a number of different
challenges that will need to be addressed by the algorithms developed in this thesis. The
first of these is adaptivity. An AHWMN routing algorithm needs to provide adaptivity to
deal with the dynamic nature of these networks. We have shown how the placement
of the nodes and their movements affect the topology and its changes, and how the
node density and radio transmission range influence this. The second challenge is
robustness. Wireless transmissions are often unreliable, and mobility induced path
failures can cause extra packet loss. AHWMN routing algorithms should be able to
work correctly and provide a reliable service in such a challenging environment. This
is especially important since, as we described, the traditional approach of providing
service level guarantees at the transport layer encounters difficulties in AHWMNs. The
third challenge is efficiency: the needed adaptivity and robustness have to be obtained
in an efficient way, wasting as little as possible of the limited network resources. These
resources refer in the first place to network capacity. Network capacity is mainly limited
due to the need to share the wireless channel among the nodes of the network, and the
difficulties that are encountered at the MAC layer when trying to organize this sharing
effectively. Other limited resources are the battery power of the nodes, their processing
power, etc.. Finally, the last challenge is scalability. In the flat AHWMN environment
with limited capacity, AHWMN routing algorithms should provide a service that can
scale to large numbers of nodes.

We have in this chapter also described a number of techniques that have been de-
veloped by different researchers in the field of AHWMN routing to deal with the above
challenges. We have first described multipath routing, and have explained how it can
improve throughput, adaptivity and reliability. Then, we have explained how the use of
structure and organization can help scalability. Next, we have described how location
information can be used in routing, and how it can increase scalability and efficiency.
We have also given an overview of different path evaluation metrics that can be used,
and have discussed their respective advantages and disadvantages. Then, we have
discussed some routing algorithms for large scale AHWMNs, and have explained the
techniques that they use. Next, we have discussed techniques used for multicasting,
geocasting and broadcasting. Finally, we have described the possibility to use data-
centric routing to improve scalability and efficiency in sensor networks. Many of the
techniques described in this chapter are used in the algorithms developed in this thesis,
or in the algorithms we compare with.

The focus in the rest of this thesis will be on routing in MANETs and WMNs. Sen-
sor networks have slightly different properties, as has been explained throughout this
chapter, and command therefore a different approach. Nevertheless, since they are
also types of AHWMNs, there are a lot of similarities with MANETs and WMNs, so that
the techniques developed in this thesis can to some extent also serve in them. On
a related note, we expect that also research in other types of networks could benefit
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from the ideas developed in this thesis. We think hereby of more traditional, wired net-
works, and of application layer overlay networks, such as peer-to-peer networks [243]
or resilient overlay networks [20]. Also in these kinds of networks, properties such
as adaptivity, robustness, efficiency, etc. can be very useful. In wired networks, for
example, algorithms need to be adaptive to deal with link failures, or to change their
behavior depending on the network load. In overlay networks, where nodes are con-
nected through virtual links, the topology is at least as dynamic as in AHWMNs, so that
also there adaptivity is important. On the other hand, robustness and efficiency could
be less important, both in wired and in overlay networks.
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Chapter 3

Adaptive routing and learning

In this chapter, we discuss existing approaches to adaptive routing. The aim is to
make the reader acquainted with some important core techniques behind these algo-
rithms, and their advantages and disadvantages, so that the choices made for the work
presented in this thesis can be better understood. Where possible, we will comment
on how the adaptive techniques discussed here score with respect to the important
challenges in AHWMN routing that were outlined in the previous chapter, namely adap-
tivity, robustness, efficiency and scalability. We will also point out how and where these
techniques are used in the AHWMN routing algorithms described before.

In what follows, we first discuss adaptivity in internet routing algorithms. Due to
the large size of the internet, it is impossible for human operators to keep track of all
changes in its network topology. Therefore, internet routing algorithms contain built-in
mechanisms for adaptivity. Some of these mechanisms will be used further on in this
thesis. Next, we discuss Ant Colony Optimization (ACO) routing algorithms. This is a
relatively new class of routing algorithms, which was inspired by the mechanisms used
by ant colonies to find the shortest path between their nest and a food source, and by
the ACO metaheuristic which was derived from this. ACO routing algorithms form the
main source of inspiration for the work in this thesis. In the final section, we provide a
deeper discussion on those of the described techniques that are most relevant for this
thesis, and on their relationship with the field of machine learning.

3.1 Adaptive routing in the internet

The internet today can be considered as a collection of subnetworks, commonly referred
to as autonomous systems (ASs) [254]. For routing inside an AS, intra-domain routing
protocols such as the Routing Information Protocol (RIP) [123] and Open Shortest Path
First (OSPF) [197] are used. For routing between ASs, which is called inter-domain
routing, the standard is the Border Gateway Protocol (BGP) [178]. Underlying these dif-
ferent algorithms are two basic approaches to routing: distance vector routing and link
state routing. While RIP is a direct implementation of the basic ideas behind distance
vector routing, OSPF is the most important instantiation of link state routing. BGP is
based on distance vector routing, but it follows a significantly different approach from
RIP, in order to allow the implementation of internet policies and to overcome some
of the shortcomings of RIP. Recently, a new approach to routing, ant colony optimiza-
tion (ACO) routing, has been proposed as an alternative to both distance vector and link
state routing. ACO routing is a class of highly adaptive algorithms, which was developed
based on artificial intelligence techniques, and in particular on the ACO metaheuristic
for optimization.
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In what follows, we describe the working of distance vector routing and link state
routing, using the mentioned internet routing algorithms as examples, and discuss
advantages and disadvantages of both approaches. ACO routing is described separately
later in section 3.2; since it forms the most important source of inspiration for the work
in this thesis, a full separate section is devoted to it.

3.1.1 Distance vector routing

Distance vector routing is also known as Bellman-Ford routing [27] or Ford-Fulkerson
routing [103], after the authors of the earliest work on this approach. Below, we first
describe RIP as an example of the basic working of distance vector routing. Then, we
discuss advantages and disadvantages of this approach. Next, we describe BGP, which
implements distance vector routing differently from RIP. Finally, we comment on the use
of distance vector routing in AHWMNs. A short description of distance vector routing
has also been provided in the description of DSDV in subsection 2.4.2.

RIP: basic distance vector routing

Distance vector routing was originally derived from the principles of dynamic program-
ming, which is a general solution method for optimization problems proposed by Bell-
man in 1957 [26]. The basic idea behind dynamic programming is to split an opti-
mization problem into subproblems, and use the solutions to these subproblems to
construct an optimal solution for the main problem. The subproblems themselves are
recursively split into smaller subproblems, until an elementary case is reached that is
easy to solve. In routing, the optimization problem is to find the shortest path from a
source node s to a destination node d. This problem is split into the subproblems of
finding the shortest path from each of the neighbors of s to the destination d. Each of
these subproblems is recursively split up further, until they are reduced to the simple
case of finding the one hop path between one of d’s neighbors and d. As an example,
consider the network of figure 3.1. The shortest path from node 1 to node 7 is found
by calculating the shortest path from node 2 to node 7 and that from node 3 to node
7, adding the cost of the one hop link from node 1 to respectively node 2 and node 3,
and comparing the results. In turn, the shortest path from node 2 to node 7 is found
by comparing the shortest paths from the nodes 1, 3 and 4 to node 7, and the shortest
path from node 3 to node 7 by comparing the shortest paths from the nodes 1, 2 and 5
to node 7. Finally, finding the shortest path from the nodes 4 and 5 to node 7 is trivial,
since they are one hop paths.

Distance vector routing is an asynchronous, distributed implementation of this ap-
proach, and RIP is a more or less direct implementation of the basic distance vector
algorithm. Under RIP, each node keeps routing information in a table that has one
entry for each destination. In this entry, it stores the estimated cost of the best path to
this destination, and the outgoing link over which this best path goes. In the example
of figure 3.1, the routing table of node 2 is shown. Periodically, each node broadcasts to
all its neighbors a route update message containing a list with the cost estimates for all
destinations in its routing table. A node n which receives from its neighbor m a message
that m can reach destination d with cost cd

m, can calculate the cost cmd
n of going from n

over m to destination d. It does this by adding together the locally observed cost cm
n to

go to its neighbor m and the reported cost cd
m. So, in the example of figure 3.1, node

1 calculates that the cost of going over node 2 to reach node 7 is 5ms: it is the cost of
taking the link to node 2 (which is observed to be 2ms), and the cost of going from node
2 to node 7 (which is reported by node 2 to be 3ms). Node n calculates in this way the
cost of the path over each of its outgoing links, and chooses the best one to put in its
routing table and report in its own periodic update messages.
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Figure 3.1: An example of the working of RIP. The figure shows the routing table main-
tained in node 2, and one of the update messages that are periodically sent out by this
node. The trajectories of the update messages are given in dashed lines. The cost of
each link is given in milliseconds.

Starting from any initial values in the routing tables of all nodes (initialization can
for example be random), this distributed and asynchronous process will eventually
converge to a situation where correct routing information is available in all nodes. This
means that when there are changes in the network that make the current routing infor-
mation incorrect, the RIP updating algorithm will assure that the routing information
is adapted and eventually reflects the new situation.

Advantages and disadvantages of distance vector routing

We investigate the behavior of basic distance vector routing as implemented in RIP in
terms of adaptivity, robustness, efficiency and scalability.

As pointed out above, RIP is in principle adaptive, in the sense that its updating
process is guaranteed to converge and produce routing information that reflects the
network situation correctly. However, there is no bound on how long this convergence
takes. In general, it is known that RIP reacts fast to good news, such as e.g. the
appearance of a new link or node, but slowly to bad news, such as the failure of a link
or node [254]. An extreme example is the counting-to-infinity problem. Consider the
simple network of figure 3.2, where the link between the nodes 2 and 3 fails. Node
2 realizes that its 2ms path to node 4 over node 3 is no longer feasible. However, it
receives from node 1 an update stating that node 1 can reach node 4 in 3ms. Node
2 is unaware that this path includes itself, and uses the information to adapt its own
routing table: it registers a path to node 4, going over node 1, with a cost of 4ms. When
it subsequently sends this new information out to node 1, node 1 adapts its own path
to node 4 to have a cost of 5ms, and includes this new information in the next message
it sends to node 2. This updating process goes on indefinitely, with both nodes slowly
adapting their cost estimate of the path to node 4 to the correct value of infinity. A
number of adaptations for RIP have been proposed in order to provide better adaptivity
and deal with the counting-to-infinity problem. See [182] for an overview.
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Figure 3.2: The counting to infinity problem. After the failure of the link between node
2 and node 3, node 1 and node 2 adapt their estimate of the cost of the route to node 4
based on the updates they receive from each other. Figure adapted from [254].

The robustness of RIP is related to its adaptivity. In principle, the algorithm’s ca-
pacity to converge to correct routing information allows it to recover from disruptive
events, loss of control packets, or the presence of erroneous information (e.g. out-of-
date routing information). However, as pointed out before, this recovery process can be
quite slow. This means that stale routing information can remain in the network for
extended periods of time. The presence of such wrong information can lead to problems
such as the formation of loops [58]. This is because nodes base their routing infor-
mation on estimates provided by other nodes, and because routing decisions are taken
independently in each node. An example is provided in the earlier mentioned counting-
to-infinity problem: in the situation of figure 3.2, node 2 and node 3 form a routing loop
between them for packets going to destination node 4 as long as they have not reached
the correct cost value of infinity.

In terms of efficiency, RIP scores very well. The ability to reuse routing estimates
provided by neighboring nodes allows to extract maximal information from minimal
communication. Scalability, on the other hand, is often considered a big problem for
distance vector algorithms. This is because nodes should include their full routing table
in each periodic update message they send out.

BGP: Advanced distance vector routing

BGP is the routing algorithm used for routing between ASs in the internet. It imple-
ments distance vector routing, but in a different way than RIP. The main reason for
the differences between both algorithms is the need to apply policies. At the level of
inter-domain routing, politics and economics play an important role in forwarding de-
cision. E.g., it is possible that an AS only wants to forward packets if it gets paid for
it, and therefore refuses packets originating from ASs which it does not have a contract
with. Or an AS of one country might want to avoid routes over ASs situated in a hostile
neighbor country. BGP has been designed specifically to implement such policies.

The main difference between BGP and RIP is that under BGP, routing table entries
do not just contain the cost and the outgoing link of the best path to a certain destina-
tion, but also the sequence of nodes that make up the entire path to that destination.
Similarly, when a node sends an update message about its routing information to a
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neighbor, it includes full paths. By combining the paths for different destinations re-
ported by all neighbors, each node can construct a view of the network, on which it
bases its own routing decisions. Thanks to the availability of full path information, it is
easy to implement policies such as the ones mentioned above. BGP is sometimes also
called a path vector routing algorithm, since its routing table is a vector of paths, rather
than distances.

In terms of adaptivity, BGP scores better than RIP. The availability of full path in-
formation allows to solve the counting to infinity problem, and to avoid loop forma-
tion [254]. Nevertheless, observations of internet behavior have shown that BGP can
still be slow to converge to correct routing information after a failure, in the order of tens
of minutes [160]. Also robustness remains a problem, since the loss of control packets
or the presence of erroneous information still leads to instabilities (see e.g. [270] for a
study of the behavior of BGP in a stressful situation). Finally, in terms of efficiency and
scalability, BGP scores worse than RIP, since the algorithm is more complex, and more
routing information needs to be exchanged between nodes. The growing size of routing
tables in the internet has become an important problem, and different strategies have
been developed to deal with it [134,43].

Distance vector routing in AHWMNs

The first routing algorithm that was developed for AHWMNs, DSDV, is a distance vec-
tor algorithm. It follows quite closely the basic approach described for RIP. The main
reasons for adopting the distance vector approach for AHWMN routing are its relative
simplicity and efficiency, which are important properties in resource constrained envi-
ronments such as an AHWMNs. To deal with problems that stem from slow adaptivity
and low robustness, such as loop formation, DSDV contains an elegant solution based
on sequence numbers. All routing table entries are labeled with a sequence number
that is assigned by the destination. A node i only accepts new routing information for a
destination d if the new information has a higher sequence number than what is already
available in i, or when it has the same sequence number but a better routing metric.
For an example of how this solves the problem of loop formation, consider again the
counting-to-infinity problem depicted in figure 3.2. After the failure of the link between
node 2 and node 3, updates about the route to destination node 4 sent out by node
1 or node 2 always have the same sequence number. This is because assigning new
sequence numbers is the responsibility of the destination, node 4, and all connectiv-
ity to this node is lost. Moreover, the updates sent back and forth between the two
nodes have increasing routing metrics, and are therefore not accepted. Details about
the DSDV algorithm are given in subsection 2.4.2 and in [211].

Despite the use of the destination based sequence number mechanism, DSDV was
found to be insufficiently adaptive and robust to work in AHWMNs, especially as net-
work size or dynamism increased (see e.g. [42,180]). Therefore, a few years later, AODV
was proposed as a follow up to DSDV. AODV is labeled a distance vector algorithm,
since its routing tables hold the cost and next hop of the best route for each desti-
nation, and are therefore distance vectors just like the tables used in DSDV and RIP.
However, AODV’s approach to gathering and updating routing information has noth-
ing in common with the distributed algorithm described in this subsection. One could
therefore say that AODV is a distance vector algorithm but not a Bellman-Ford algo-
rithm. However, since these two terms have always been associated with each other,
this can create some confusion. For details about AODV we refer to subsection 2.4.2
and to [213].
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Figure 3.3: An example of the working of OSPF. The figure shows the topological
database maintained in node 2 (this should be the same for each node in the network),
and a link state advertisements sent out by node 2. The link state advertisements are
flooded over the network, as is indicated by the dashed lines.

3.1.2 Link state routing

Link state routing was in the first place developed to overcome problems of slow conver-
gence and scalability that are present in distance vector protocols. Its basic approach
to spreading and calculating routing information is fundamentally different. In what
follows, we first describe OSPF, which is the main representant of link state routing,
then discuss advantages and disadvantages of this approach, and finally comment on
the use of link state routing in AHWMNs. A short description of link state routing was
also provided earlier, in the discussion of the OLSR protocol in 2.4.2.

OSPF

The basic working of link state routing algorithms is depicted in figure 3.3. Each node
locally monitors the cost to go to each of its neighbors. This forms the node’s local state.
Whenever a node detects a change in its local state, it floods it to all other nodes in the
network in a link state advertisement (LSA) message. LSA messages contain sequence
numbers in order to distinguish old from new routing information. By combining the
LSAs received from all nodes in the network, each node can get a complete view of the
current network situation. This is stored in the node’s topological database. Using
this database, each node runs the Dijkstra shortest path algorithm [208] to construct
a shortest path tree with itself as root, and uses the result to fill its routing table. In
terms of the mechanism used to spread routing information, the difference with dis-
tance vector routing could be summarized as follows: while in distance vector routing,
nodes send their global network information out locally to their neighbors, in link state
routing, they send their local network view out globally to all other nodes.

The OSPF algorithm implements the above scheme. However, it has a lot of added
features to make it better suited to the specific properties of the internet. Some of
these are aimed at improving scalability. OSPF allows to split the network into so-
called areas, so that inside each area, nodes only maintain routing information about
that area. For routing between areas, a backbone is set up. Note that these areas
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are subnetworks inside the earlier mentioned ASs (which are themselves subnetworks
of the internet). Another scalability related feature of OSPF is the possibility to rep-
resent a group of directly connected routers by one node in the OSPF network. To
this end, one of the routers, called the designated router, acts on behalf of the whole
group. This is for example relevant in LANs where all nodes are connected through an
Ethernet bus; it would be inefficient to let each of these nodes run OSPF separately.
Other features of OSPF, which are not related to scalability, include the fact that all
message exchanges are authenticated, in order to improve security, and the possibility
to route packets distinctly based on their IP Type of Service field, so that in principle
differentiated Quality-of-Service (QoS) routing [153] can be supported.

Advantages and disadvantages of link state routing

Link state routing offers good adaptivity: any detected change is flooded through the
network in LSAs, and as soon as the nodes in the network have received all updates,
they can recalculate the shortest paths to all destinations so that their routing tables
reflect the new network situation. This is faster than the slowly converging distributed
updating process used in distance vector routing.

Robustness, on the other hand, can be a problem for link state routing algorithms.
If LSAs get lost, or stale LSAs are used for updates, nodes end up with erroneous
topological databases, and calculate wrong paths. In OSPF, a number of measures
have been taken to alleviate these problems. In order to avoid the loss of LSAs, each LSA
transmission needs to be acknowledged, and duplicate transmissions are done in case
of failure. Also, each node periodically sends out refresh LSAs, which repeat previously
transmitted information. In order to avoid the use of stale routing information, each
LSA is given a sequence number, so that receiving nodes can figure out the relative age
of different LSAs coming from the same source node. Furthermore, LSAs are given a
timestamp, so that they can be discarded when they get too old.

In terms of efficiency, link state routing should in principle score quite well. How-
ever, the previously mentioned measures to improve robustness compromise this: extra
overhead is created by LSA acknowledgements, duplicate LSAs and refresh LSAs. More-
over, in the presence of links of unstable quality, a large number of new LSAs can be
created in reaction to repeated changes in link availability [236].

Finally, also scalability might be an issue for link state routing protocols. This is
slightly ironic, since the need for scalability improvement was one of the reasons for
developing link state routing as a replacement for distance vector routing. However, the
fact that each node needs to build a map of the entire network, and that each LSA needs
to be flooded to all other nodes, can be problematic in large networks. These problems
are partly alleviated in OSPF by the earlier described mechanisms of using areas and
designated routers.

Link state routing in AHWMNs

The link state approach has been applied to routing in AHWMNs in the OLSR routing
protocol. OLSR follows the basic ideas of link state routing in terms of the spreading
of routing information and the calculation of shortest paths. It does not include any
of the specific features of OSPF such as the use of areas and designated routers to
improve scalability. Instead, OLSR obtains improved adaptivity and scalability through
the use of multi-point relays. Detailed descriptions of this mechanism and of OLSR in
general are given in subsection 2.4.2 and in [61]. Despite the limitations in terms of ro-
bustness and scalability that come with the link state approach, OLSR gives acceptable
performance in AHWMNs, at least when the network is not too large or dynamic [36].

37



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

3.2 Ant Colony Optimization routing algorithms

In this section we describe ACO routing. This is a class of adaptive routing algorithms
that form an alternative to the more traditional approaches to routing described above.
ACO routing was originally inspired by mechanisms found in biology: it is based on
principles that are present in the foraging behavior of ants in nature, and on the ACO
framework for optimization that was derived from these principles. ACO routing al-
gorithms work in a highly distributed way, and have properties such as adaptivity,
robustness and scalability. This makes them particularly interesting to deal with the
challenges in AHWMN routing that were described in chapter 2. ACO routing forms an
important source of inspiration for the work described further on in this thesis.

In what follows, we first describe the mechanisms behind the food gathering process
of ants in nature that was the original inspiration behind ACO and ACO routing. Then,
in subsection 3.2.2, we present the ACO metaheuristic for the solution of optimization
problems that was derived from this process and formed the basis for the develop-
ment of ACO routing. Next, in subsection 3.2.3, we introduce ACO routing through
the description of an example, the AntNet routing algorithm. Subsequently, in subsec-
tion 3.2.4, we provide a deeper analysis of the given example in order to identify which
are the main principles and properties of ACO routing. Finally, in subsections 3.2.5
and 3.2.6, we give an overview of existing ACO routing algorithms, respectively for
wired networks and for AHWMNs.

3.2.1 Ants in nature

The main source of inspiration behind ACO and ACO routing is a behavior that is dis-
played by certain species of ants in nature during foraging. It has been observed that
ants from e.g. the family of Argentine ants Linepithema Humile are able to find the
shortest path between their nest and a food source [115]. This is remarkable because
each individual ant is a rather simple creature, with very limited vision and comput-
ing power, and finding the shortest among several available paths is certainly beyond
its capabilities. The only way that this difficult task can be realized is through the
cooperation between the individuals in the colony.

The key behind the colony level shortest path behavior is the use of pheromone. This
is a volatile chemical substance that is secreted by the ants in order to influence the
behavior of other ants and of itself. Pheromone is not only used by ants to find shortest
paths, but is in general an important tool that is used by many different species of
ants (and also by a lot of other social animals) for a wide variety of tasks that involve
coordinated behavior [131].

In the case of the path finding task we describe here, the ants use pheromone to
recruit subsequent ants to the paths they have followed. Ants moving between their
nest and a food source leave a trail of pheromone behind, and they also preferably go in
the direction of high intensities of pheromone. We use the example situation depicted in
figure 3.4 to explain how this simple behavior leads to the discovery of shortest paths.
In our example, there are two possible paths between the ant nest and the food source,
one of which is considerably shorter than the other. The first ants leaving the nest have
no information available. They therefore choose their movements randomly. This leads
to approximately 50% of the ants choosing the short path and 50% choosing the long
path. All moving ants leave a trail of pheromone behind. The ants going over the short
path reach the destination earlier than those going over the long path. Moreover, they
can return faster. This leads temporarily to a higher pheromone concentration on the
shortest path. Subsequent ants leaving the nest are attracted by this higher intensity,
and go therefore preferably also over the shortest path. As this process continues, the
majority of the ants eventually concentrate on the shortest path. It needs to be pointed
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Figure 3.4: The shortest path mechanism used by ants. The different colors indicate
increasing levels of pheromone intensity. From left to right and then from top to bottom,
we see the situation in successive time steps. Figure taken from [70].

out however, that the behavior of the ants is never deterministic, so that there will
always remain a minority of ants that explore the longer path.

The use of pheromone is an example of a form of indirect communication that is
often referred to as stigmergy [116,256]. We speak of stigmergy when concurrent agents
communicate through local adaptations of the environment: agents make local changes
to the environment, and in turn locally sense the environment for this kind of changes.
The environment’s properties that are changed and sensed by the agents are called
stigmergic variables. In the case of the above described shortest path mechanism, the
stigmergic variable is the pheromone. Ants change the pheromone intensity locally
by dropping their own pheromone, and they sense the environment in their immediate
neighborhood for variations in pheromone intensity, to which they adapt their behavior.
In processes such as the ant colony shortest path behavior, stigmergy is a key element
to provide self-organization in a system consisting of highly independent distributed
agents.

The shortest path finding process of the ants has a number of interesting proper-
ties. First of all, it is highly distributed and self-organized. There is no central control
mechanism; instead, the organization of the behavior emerges from the simple rules
of stigmergic communication that are followed by the individual ants. Second, it is
highly robust. This is related to the property of self-organization: the system has no
single point of failure, but instead consists of a high number of individually unimpor-
tant agents, so that even significant agent losses do not have a large impact on the
performance. Third, the process is adaptive. Since none of the ant behavior is deter-
ministic, and some individuals keep exploring also longer paths, the system can adapt
to changes in the environment. In [115], the authors describe how ants are able to start
using a new shorter path when it is presented to them at a later point in the experiment.
Finally, the process is scalable: the process can be scaled to arbitrarily large colonies.
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3.2.2 The Ant Colony Optimization metaheuristic

The distributed shortest path finding process of foraging ants described above has been
an important source of inspiration for artificial intelligence (AI) researchers. In par-
ticular, it was the basis for the development of the ACO metaheuristic [83, 87]. This
is a general framework for the development of algorithms to solve optimization prob-
lems. The main idea behind ACO is the use of a colony of artificial ants and a matrix
of artificial pheromone. ACO algorithms work in an iterative way. In each iteration,
all artificial ants build a solution to the problem at hand in parallel, using the artificial
pheromone matrix. Then, the pheromone matrix is updated based on the solutions that
were found. This way, the pheromone matrix reflects information about good solutions
that have been found so far, and allows ants in subsequent generations to use this
information when building new solutions.

The first applications of ACO were for the traveling salesman problem (TSP). An in-
stance of the TSP is defined by a fully connected weighted graph G = (V, E), where the
set of vertices V corresponds to a number of cities, and the set of edges E represents
the connections between the cities. With each of the edges (i, j), a distance d(i, j) is
associated. The distances can be symmetric (in which case d(i, j) = d(j, i) for all pairs
of cities i and j), or asymmetric. The aim is to find a closed tour that visits all cities
exactly once while minimizing the total traveled distance. This combinatorial optimiza-
tion problem is NP-hard. The TSP can very easily be seen as a shortest path finding
problem, which makes it an obvious first choice for the implementation of ACO.

The first ACO algorithm that was developed for the TSP is Ant System (AS), which
was originally proposed by Dorigo in his PhD thesis in 1992 [82] and first published in
English in 1996 [85]. In AS, an artificial pheromone value τ(i, j) is associated with each
edge (i, j). The algorithm maintains a colony of artificial ants, which build solutions
using this artificial pheromone, and afterwards update the pheromone based on the
quality of the solution they obtain. The algorithm works in an iterative way. At the
start of each iteration, each ant is placed in a randomly chosen initial city. Starting
from there, it moves from city to city, building a solution to the TSP. When choosing the
next city to move to, an ant considers all cities that it has not visited yet. It picks one
of these using the random-proportional rule given in equation 3.1. This rule calculates
the probability pk(i, j) that ant k in city i chooses city j to move to next.

pk(i, j) =

{
[τ(i,j)]α[η(i,j)]β∑

l∈Nk
i

[τ(i,l)]α[η(i,l)]β
if j ∈ Nk

i

0 otherwise
(3.1)

In this equation, Nk
i represents the set of cities that ant k has not yet visited before

reaching city i. η(i, j) is equal to 1/d(i, j), the inverse of the distance between i and j. It
serves as a heuristic value that helps guiding the construction of solutions. Using the
rule of equation 3.1, the probability of choosing city j after city i increases when the
pheromone between i and j is higher and when the distance between i and j is lower.
The parameters α and β define the relative weight given to respectively the pheromone
and the distance heuristic in the decision process: with β = 0, the decision is purely
based on the pheromone, meaning the experience gathered in previous iterations, while
with α = 0, the decision is purely based on the heuristic, so that AS comes down to a
randomized local search.

At the end of each iteration, the solutions constructed by the ants are evaluated,
and the pheromone values are updated. Pheromone updating includes pheromone
evaporation and pheromone deposition. Pheromone evaporation refers to the decrease
of all pheromone values. It is done using equation 3.2. In this equation, 0 ≤ ρ ≤ 1 is
the pheromone evaporation rate. Pheromone evaporation allows to forget old solutions.
Pheromone deposition refers to the increase of pheromone on edges that have been
used in the solutions constructed by the ants. It is done using equation 3.3. In this
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equation, m is the total number of ants, and ∆τ(i, j)k is the inverse of the cost of the
solution constructed by ant k if edge (i, j) is part of this solution, and is 0 otherwise.
Pheromone deposition serves to reinforce good solutions.

τ(i, j) = (1− ρ)τ(i, j), ∀(i, j) ∈ E (3.2)

τ(i, j) = τ(i, j) +
m∑

k=1

∆τ(i, j)k, ∀(i, j) ∈ E (3.3)

The algorithm is run until a given number of iterations is reached, or until no solu-
tion improvement has been obtained for a number of iterations.

AS was found to work well for small instances of the TSP, but failed to compete with
state-of-the-art methods on large instances. However, its publication raised a general
interest in the approach, and inspired the development of a number of similar algo-
rithms for the TSP that were more powerful and did manage to provide state-of-the-art
performance. These algorithms include Elitist AS [85], Ant-Q [105], Ant Colony System
(ACS) [84] and MAX-MIN AS (MMAS) [245]. All of these algorithms are based on the
same basic principles as AS: a number of artificial ants each build their own solution
to the TSP. They do this in a constructive way, starting from a random initial city and
adding new cities until a full solution is reached. Each decision to add a new city is
made stochastically, using probabilities that depend partly on a pheromone value and
partly on a heuristic value. Pheromone is updated according to the quality of the solu-
tions provided by the ants. The main difference between these new algorithms and the
original AS lies in the balance between the exploitation of information that has been
learnt so far and the exploration of new possibilities. In general, AS’s successors are
more aggressive to exploit. For example, in Elitist AS, pheromone updating is only done
for the ants that found the best solutions in the current iteration, and for the best so-
lution found so far over all past iterations. In ACS, exploitation is also increased by
using the selection rule for cities (equation 3.1) deterministically in a certain percent-
age of cases. Also, AS’s successors provide mechanisms to balance exploration and
exploitation, so that the algorithms can be better tweaked for the problem at hand.
Apart from these differences, some of AS’s successors, namely ACS and MMAS, have
been combined with local search: to each of the solutions found by the ants, a local
search procedure is applied to bring it to a local optimum. Then, pheromone is updated
based on the improved solution. This hybrid approach was found to be very powerful.

After the applications to the TSP, ACO has in recent years also been adapted for
the solution of a wide range of other problems. These include the quadratic assign-
ment problem [184, 107], the vehicle routing problem [106], the graph coloring prob-
lem [63], the shortest common super-sequence problem [193], the multiple knapsack
problem [168], the bin packing problem [99, 169], the 2D HP protein folding prob-
lem [239], etc.. Most of these problems are very different from the TSP and have a
structure that is much less easy to reduce to a shortest path finding problem. ACO
algorithms for these problems use therefore often quite different approaches, which is
mainly reflected in the way pheromone is stored, updated and used. The core ideas
always remain the same however: to produce multiple parallel solutions in each iter-
ation, using a high degree of stochasticity, and to store information about previously
found good solutions in an artificial pheromone matrix, which is used to produce new
solutions in subsequent iterations. Overviews of applications of ACO can be found
in [34,86,87].

ACO has also been applied to networking problems. Some of these are off-line com-
binatorial problems, such as the problem of routing and wavelength-allocation in an
optical fibre network [202] or the problem of finding disjoint paths in a telecommuni-
cation network [267]. ACO algorithms for these problems follow a similar pattern as
the other ACO algorithms for combinatorial problems described earlier. A very different
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problem is that of adaptive routing in telecommunication networks. This is an online
dynamic problem: the properties of the problem change continuously and the optimiza-
tion algorithm has to adapt its solution online. Applications of ACO for routing, such as
Ant-Based Control (ABC) [235] and AntNet [71], are therefore very different from those
for static off-line problems. The rest of this section is dedicated to the description of
these algorithms.

3.2.3 AntNet: an ACO algorithm for routing in telecommunication
networks

A number of different ACO algorithms for adaptive routing in networks have been pro-
posed. The first of these were ABC [235] for connection oriented telecommunication
networks, and AntNet [71, 70] for packet switched data networks. Both of these algo-
rithms were developed for wired networks. Here, we describe AntNet as a prototype
example of ACO routing.

In AntNet, every node in the network keeps two data structures: a routing table and
a local traffic statistics table. This is illustrated in figure 3.5. The routing tables contain
the artificial pheromone, and are therefore also called pheromone tables. Pheromone
tables contain for every destination a vector with one entry per outgoing link. The
entry T d

ij of node i’s pheromone table Ti contains the pheromone value τd
ij, which is

a floating point number indicating the relative goodness of taking outgoing link j on
the way to destination d. Pheromone values are normalized per destination. The local
traffic statistics tables contain three entries for each destination. The first two keep a
moving average of the estimated average and variance of the trip time to the destination.
The third keeps the best trip time experienced over a moving observation window. The
statistics are updated using the traffic times experienced by ants, and are used to
evaluate the trip time experienced on new routes.

Every node s in the network sends small control packets out at regular intervals, to
a randomly chosen destination d (the probability of choosing a particular destination d
depends on the amount of data traffic that is currently being generated in the node for
d). These control packets play the role of artificial ants, and are called forward ants.
They are similar to probing packets. Their aim is to find a path to the destination and
evaluate it. While traveling to d, the forward ant records the times that elapse going
from node to node until the destination. As the forward ants are placed in the same
queues as data packets, these time recordings are similar to the delays experienced by
data packets.

The route chosen by each ant is the result of stochastic routing decisions taken at
every hop: in each intermediate node, the ant chooses a next hop according to the rule
of equation 3.4. This rule gives the probability that an ant in node i chooses node j as
next hop on its way to d. It is partly based on the pheromone value τd

ij, which represents
information learned from previous ants, and the heuristic value ηij, which is based on
the length of the queue for the link to j in node i. The role of ηij is to provide an
estimate of local traffic, in order to help guide the ant routing process. The value α in
equation 3.4 is a parameter used to balance the relative importance of the pheromone
and the heuristic value in the routing decision, and |Ni| is the number of neighbors,
used in the denominator for normalization purposes. Using this approach, forward
ants build paths like the artificial ants in AS build solutions to the TSP: constructing the
path hop by hop in a stochastic way using both pheromone and heuristic information.
Through the use of probabilistic decision making, different paths are explored and made
available for data routing.

P d
ij =

τd
ij + αηij

1 + α(|Ni| − 1)
(3.4)
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Figure 3.5: Data structures for the AntNet routing algorithm. We show for node 2 the
pheromone routing table, with one row for each next hop and one column for each
destination, and the local traffic statistics table, with the average, variance and best
value for the trip time to each destination. The values given along each link are the
expected delay of a data packet on this link. The line thickness for the outgoing links
of node 2 indicate different preferences for ants going towards destination 7.

Once an ant reaches its destination, it turns around and becomes a backward ant
which returns to the source node s. Backward ants do not use the same queues as data
packets, but high priority ones (in order to distribute the new information quicker), and
do not take probabilistic routing decisions, but follow the exact reverse path of their
associated forward ant. When a backward ant arrives in an intermediate node i on its
way back to s, it updates the entries in i’s tables for destination d. First, the traffic
statistics table is updated using the trip time t experienced by the ant: the average and
variance are updated using moving averages, while the best value is updated using a
moving window. Then the pheromone entry τd

ij is updated, with j being the neighbor
over which the backward ant arrived in i. One important problem is how to define how
good the trip time t of the newly received ant is. To this end, the traffic statistics are
used: using equation 3.5, a reinforcement value r is derived, which reflects the relative
goodness of the new route from i to d over j compared to what has been observed so far.

r = c1

(
Wbest

t

)
+ c2

(
Isup − Iinf

(Isup − Iinf ) + (t− Iinf )

)
(3.5)

In this equation, Wbest is the best trip time over the moving window, as recorded in
the statistics table, so that the first term of equation 3.5 reflects how well the new time
t scores with respect to the best known time. Iinf and Isup are estimates of the lower
and upper limits of an approximate confidence interval for the mean of the trip time to
d. They are based on the average, variance and best trip time recorded in the statistics
table. The second term of the equation reflects how well the new trip time scores with
respect to these limits, so that equation 3.5 takes into account the variability in past
measurements of trip time. It is meant as a correction for the first term. The parameters
c1 and c2 allow to balance both parts of the equation. The result of the equation is the
reinforcement value r, which, after the application of a further modification function
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(for which we refer to [71]), is used to update the pheromone value τd
ij through a moving

average. This way, the new pheromone value incorporates the latest reported trip time.
If enough ants are used, all pheromone values can be kept up-to-date so that they give
an accurate image of the current network situation.

Data packets are routed in a similar way as forward ants, choosing a next hop
stochastically at every hop. Stochastic forwarding of data packets allows per packet
data load balancing. The probability Rd

ij for a data packet in node i with destination d
to take node j as a next hop is given in equation 3.6. Like the probability for forward
ants, it is based on pheromone values. However, there are two important differences.
First of all, the local heuristic ηij based on the queue lengths is not used here. Second,
the pheromone is raised to a power ε, which is normally larger than 1. This increases
the probability of taking paths with higher pheromone values, so that data packets are
only routed over the best paths, and are not used for exploration like the forward ants.

Rd
ij =

(τd
ij)

ε

∑
l∈Ni

(τd
il)ε

(3.6)

In simulation studies using the Omnet++ simulator [265], AntNet was compared
to traditional routing algorithms such as OSPF and distance vector routing, and to
other adaptive routing algorithms, such as Q-routing (see subsection 3.3.3 and [39]).
In a wide range of test scenarios, using different networks such as NSFNET and the
Japanese NTTnet, and using different patterns in terms of data load, AntNet was shown
to be superior to all other algorithms in terms of packet throughput and end-to-end
delay. It did produce more overhead than traditional static routing algorithms, but not
more than other adaptive routing algorithms.

3.2.4 ACO routing principles

In the previous subsection, we took a detailed look at AntNet, an example of an ACO
routing algorithm. Now, we take a more general point of view, and extract the main
principles behind ACO routing with their properties. The material presented here has
also been described in [76], in a slightly different form.

A first important characteristic of ACO routing algorithms is that they gather rout-
ing information through the repeated sampling of full paths. This is in line with the
behavior of ants in nature, where a large number of ants continuously move between
their nest and the food source, and with the working of ACO algorithms for combina-
torial optimization, where multiple artificial ants repeatedly and in parallel construct
sample solutions for the problem at hand. The ACO approach to routing is quite dif-
ferent from the distance vector approach, where routing information is derived from
information provided by neighboring nodes, and from the link state approach, where
routing information is calculated based on the update messages received from all other
nodes in the network. Due to the use of redundant probing packets such as the for-
ward ants in AntNet, the ACO approach to the gathering of routing information is quite
robust: each ant is individually unimportant and loss of control packets can be tol-
erated. An important aspect of the whole process is the fact that ants always sample
full paths between source and destination. At no point is routing information derived
from information provided by other nodes. This is in stark contrast to the distance
vector approach, where all routing information is derived from estimates provided by
neighbor nodes. Relying only on direct experiences from full path samples adds further
to the robustness of the algorithm, as updates are not dependent on the correctness
of the routing information available in other nodes. More about this will follow also in
subsection 3.3.2. On the downside, the constant use of probing also leads to increased
overhead, which can negatively influence the efficiency of ACO routing.
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A second characteristic is the way ants choose a path to sample: they construct the
path hop by hop in a stochastic way using pheromone information. The relation with
the foraging behavior of ants in nature and with ACO for combinatorial optimization
is again evident, as also there ants follow their path or construct their solution step
by step using pheromone in a non-deterministic way. The use of the pheromone in-
formation allows to build on experiences gathered by previous ants. It is the key to
the stigmergic process that guides the coordinated working of a highly distributed pro-
cess. The fact that ants build their paths in a probabilistic way allows the exploration
of multiple paths. This makes the algorithm adaptive to changes in the network envi-
ronment. Moreover, it leads to the availability of multiple paths for data routing, each
with an associated goodness value. This increases robustness, through the availability
of backup paths, and allows to spread data over the multiple paths, increasing network
throughput (see also subsection 2.4.3).

A third characteristic is the stochastic forwarding of data packets based on the
pheromone information. This relates to the issue of using multiple paths discussed
above. By forwarding data probabilistically, the data load is spread over the multiple
available paths on a per packet basis. This allows to make better use of available net-
work resources and obtain better throughput. The use of pheromone in this process
ensures that data is focused on the best paths. If pheromone is always kept up-to-date,
by using sufficient ants, data load balancing automatically follows the changes in the
network. An important aspect in the stochastic forwarding of data is that it uses a dif-
ferent formula than the ants, focusing more on the best pheromone. This way, ants are
more explorative, while data packets concentrate on exploiting the routing information
provided by the ants. Here, the relation with ant foraging behavior in nature and ACO
for combinatorial problems is less obvious: in those processes, the same ants need to
take care of exploration of the solution space and exploitation of previously found infor-
mation in order to find the best solution. Using separate mechanisms for exploration
and exploitation allows to build a more flexible system.

3.2.5 Existing ACO routing algorithms for wired networks

Apart from the AntNet algorithm described in subsection 3.2.3, a wide range of different
ACO routing algorithms have been proposed. Here, we give an overview of existing ACO
routing algorithms for wired networks, while in the next subsection, we discuss ACO
routing algorithms for AHWMNs.

ABC [235] was developed before AntNet, in 1996, and takes a significantly different
approach, mainly because it was developed for a different type of networks: it assumes
a network with symmetric path travel costs, in which data communication is organized
through virtual circuits (rather than using the packet switched approach supported by
AntNet). Like in AntNet, each node s periodically sends out ants to randomly chosen
destinations. Each ant has an associated age, which is increased proportionally to
the load of each visited node (the age is increased more when heavily loaded nodes
are passed, so that it reflects the free space on the followed route). While traveling
from its source s to its destination d, the ant updates the pheromone for the path
backward to s, based on its age. This is an important difference with AntNet: ants
update pheromone about the path to their source while going forward, and no backward
ants are used. This is possible because of the assumption of symmetric path costs.
Other major differences compared to AntNet are that no path statistics are used to
evaluate path quality measurements reported by the ants, and that no local heuristic
is used to help guide the ants (in AntNet, the local queue lengths are used). Finally, in
ABC, it is not data packets that are routed according to the pheromone, but call setup
messages. Moreover, these messages do not follow pheromone probabilistically, but
greedily choose the directions with the highest pheromone level. Once a call has been
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set up successfully, data packets follow its circuit deterministically. ABC was tested in
simulation on a model of the British Telecom network and was shown to give superior
performance compared to other approaches.

The algorithm proposed in [248], called Ants Routing, builds on ABC. It is meant for
networks with frequent node and link failures. The main difference compared to ABC is
the use of so-called uniform ants. These are different from the regular ABC ants in the
sense that they do not have a specific destination and do not follow pheromone infor-
mation. Instead, they wander through the network choosing each next hop according
to a uniform distribution, until they have reached a maximum time-to-live, after which
they are discarded. The use of uniform ants improves exploration. This is particulary
important when dealing with frequent topology changes; the algorithms AntNet and
ABC were designed to be adaptive with respect to data traffic changes, rather than with
respect to topology changes. Another advantage of the uniform ants is that they do not
have a specific destination, so that they can be used in case a node does not know all
possible destinations in the network. A disadvantage is that uniform ants can lead to
inefficiencies, due to the overhead they cause and the suboptimal paths they follow.

A number of papers propose further adaptations to ABC. The algorithm proposed
in [35] allows ants in ABC to update pheromone not only for their source node s, but
also for all intermediate nodes on their path. The authors of [226] describe ABC-
backward, which combines ABC with elements from AntNet, such as the use of for-
ward and backward ants and the use of the ants’ trip time for pheromone updating.
In [230], the authors extend ABC with probabilistic routing of call setups and the use
of anti-pheromone, which allows ants to decrease pheromone in some cases, instead of
increasing it.

AntNet-FA [72] is an adaptation of AntNet, proposed by the same authors of the
original algorithm. It is very similar to the original AntNet, but contains an improvement
in the behavior of the forward ants: AntNet-FA’s forward ants do not use the same
queues as data packets, but instead take high priority queues like backward ants.
The trip times experienced by the forward ants are therefore no longer representative
for what can be expected for data packets; the trip time for data packets are instead
calculated by the backward ants as the sum of local estimates maintained in each of
the intermediate nodes. The main advantage of this approach is that ants can travel
faster so that updates are done more in real-time.

Other papers propose further improvements to AntNet. In [80] and [205] some mech-
anisms to enhance the exploratory behavior of AntNet are presented. In [23], the au-
thors propose other improvements to AntNet such as the possibility to explicitly take
link and node failures into account, and a better initialization of the pheromone ta-
bles. In [149], adaptive-SDR is proposed. The main difference with AntNet is that in
adaptive-SDR, the network is divided into clusters, and a distinction is made between
inter-cluster and intra-cluster routing. This improves scalability, since routing tables
do not have to maintain entries for all possible destinations. Scalability issues of AntNet
were also investigated in [51]. Finally, in [286], the authors present Adaptive Swarm-
based Routing (ASR). Differences with AntNet include the use of a momentum term
in pheromone updating, and the fact that pheromone is updated for all intermediate
nodes as destinations. In simulation, ASR was shown to outperform AntNet in terms of
packet delay and throughput.

In [274] and other papers from the same authors, Routing By Ants (RBA) is pro-
posed. It uses virtual circuits and supports both unicast and multicast routing. RBA
has similarities both with ABC and AntNet. An interesting difference with these two
algorithms is the fact that the parameters which define how routing decisions are de-
rived from pheromone values are carried inside the ants, so that they can be different
for each ant. These parameters are assigned to ants in their source node and are calcu-
lated using a genetic algorithm (GA). Some small improvements to this algorithm were
proposed by different authors in [249].
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The authors of [128] propose the Co-operative Asymmetric Forward (CAF) mecha-
nism. It shows how forward ants can update routing information about the path to
their source without sending a backward ant and without assuming symmetric path
costs. In CAF, each data packet hopping from a node i to a node j leaves at j an esti-
mate cij of the queuing and transmission time it has experienced while traveling from i.
Later, ants traveling in the opposite direction read this estimate and store it. By adding
all estimates over their forward path from their source node s till intermediate node i,
the ants obtain a good estimate of the delay on the backward path from i to s, so that
they can correctly update pheromone information about their full backward path.

ACO has also been applied to QoS routing. A first example is AntNet+SELA [78], an
adaptation of AntNet for QoS routing in asynchronous transfer mode (ATM) networks.
It integrates AntNet with stochastic estimator learning automata (SELA) [266], a frame-
work for QoS provisioning in ATM networks that uses static reinforcement learning
agents to derive routing and application admission strategies. The original SELA uses
a link state approach to gather routing information. AntNet+SELA, on the other hand,
uses ant based probing for the collection of routing information. An interesting feature
of AntNet+SELA is that nodes have the possibility to reactively send out extra ants in
order to search specific information that they need. For details about the AntNet+SELA
system, we refer to [78, 70]. A number of other adaptations of ACO routing for QoS
have also been proposed. Most of these aim to provide hard QoS guarantees, following
the IntServ approach to QoS [40]. This is the case for Agent-based Routing System,
proposed in [206], and for Q-Colony, proposed in [253]. Other approaches, such as the
algorithm proposed in [192] and AntNet-QoS, presented in [50], combine ACO with a
soft approach to QoS routing. The latter proposes an integration of AntNet with the
DiffServ framework for QoS [153].

Recently, ACO routing has also been used for routing problems in new kinds of
networks (other that the applications to the equally new field of AHWMNs, which are
described separately in subsection 3.2.6). One interesting example is its use for the
problem of dynamic routing and wavelength assignment in wavelength-division multi-
plexing (WDM) networks, where the aim is to set up a primary path between source
and destination and one or more disjoint backup paths, in on-demand fashion. This
work is described in [204] and other papers by the same authors. Another very inter-
esting new application is the use of ACO routing in the domain of Networks-on-Chip
(NoC). These are sub-micron scale networks that connect the elements on an integrated
circuit. NoC have many characteristics in common with traditional wired networks,
but pose additional challenges that mainly arise from the extremely limited available
resources. In [64], the authors propose an AntNet based approach to routing in NoC.

Finally, we want to mention some algorithms that use biological metaphors that are
different from the ant foraging behavior, but reference ACO routing and have elements
in common with this approach. In [273], the BeeHive algorithm is proposed. This algo-
rithm is inspired by the behavior of honey bees. Like AntNet, however, it gathers routing
information using path probing packets (called bee agents here), and it builds stochas-
tic routing tables for data forwarding. Different from ants in AntNet, bees are flooded
(with a maximum number of hops) instead of unicast along a stochastically chosen path
to a specific destination. Also different from AntNet, the network is divided into regions,
so that not all destinations need to be put in the routing table of each node and better
scalability can be provided. The authors of [173] also address this issue of scalability
in AntNet. They propose GA-agents, which is based on the use of a distributed GA.
In GA-agents, each node maintains a GA population, in which each individual repre-
sents a path in the network. Paths are encoded as a sequence of turns (rather than a
sequence of nodes). Individuals are evaluated by letting them probe the path they rep-
resent. This way, they are similar to the ants in AntNet. Typical GA operations such as
mutation and selection are executed to find the best paths. Finally, in [276] and other
papers by the same authors, the CE-ants approach is presented. This algorithm is in-
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spired by the cross-entropy (CE) metaheuristic for combinatorial optimization proposed
by Rubinstein [228]. The CE method is in principle quite different from ACO, since it
was originally derived from techniques for rare event simulation. However, due to their
use of repeated sampling, many CE algorithms have in practice strong similarities with
ACO algorithms. The same is true for CE-ants: in overall architecture it is quite similar
to ACO routing algorithms like AntNet. The main difference lies in the formulas used
for pheromone updating, which bear the signature of the CE method. CE-ants has
been applied to a variety of routing related problems, such as the problem of finding
protection cycles [277], and the problem of finding primary and backup paths [275].

3.2.6 Existing ACO routing algorithms for AHWMNs

Due to its properties of adaptivity and robustness, ACO has also attracted attention as
a paradigm for routing in AHWMNs. Here, we give an overview of algorithms that have
been proposed in recent years.

A number of the ACO routing algorithms for AHWMNs that have been proposed
have a structure that is quite similar to that of the ACO algorithms for wired net-
works described in subsection 3.2.5. The Accelerated Ants Routing algorithm described
in [191, 104], is derived from the Ants Routing algorithm for wired networks. It con-
tains small adaptations to this algorithm, such as the no-return rule (which simply
states that ants cannot pick their previous hop as next hop, so that simple loops are
avoided), and is shown in simulation to perform better than AntNet in MANETs. The
ABC-AdHoc algorithm [255] on the other hand is based both on ABC and AntNet. While
it uses forward ants that update pheromone for the path to their source, as in done in
ABC, it uses formulas of AntNet to calculate pheromone updates and to make proba-
bilistic routing decisions. In a simulation with rather limited mobility, the ABC-AdHoc
algorithm was shown to perform better than AntNet. In [288], the authors propose
adaptations of AntNet for use in sensor networks. These include an informed initializa-
tion of pheromone values at node activation, the possibility to flood forward ants, rather
than unicast them to their destination, and to piggyback these flooded forward ants on
top of data packets. The adaptations of AntNet are shown to perform better than the
original algorithm in sensor networks.

The problem with following the design of ACO routing algorithms for wired networks
too closely is that it results in proactive routing algorithms, which, as has been ex-
plained in subsection 2.4.1, is not always the best approach to routing in AHWMNs.
This problem and a solution to it are well illustrated in [24]. In this work, the authors
first propose an algorithm that is very similar to AntNet. The main differences are that
some uniform ants are used to improve exploration (see also the Ants Routing algo-
rithm described in subsection 3.2.5), and that data are routed deterministically over
the path with the best pheromone. In simulation tests, this algorithm was found to
perform worse than AODV, mainly due to inefficient route discovery and large amounts
of overhead. Then, the authors propose a new algorithm, called Probabilistic Emer-
gent Routing Algorithm (PERA). This is a purely reactive algorithm: forward ants are
only sent out at the start of a communication session, or when all existing routing in-
formation is out of date. They are flooded towards the destination. For every copy of
the forward ant that reaches the destination, a backward ant is sent to the source, so
that multiple paths are created at route setup. It is not clear whether data are routed
stochastically or not. In simulation studies, PERA is found to have a performance that
is comparable to AODV. Unfortunately, it is also clear from the description of the al-
gorithm that this is mainly due to the fact that PERA is quite similar to AODV, with
forward ants and backward ants replacing respectively RREQ and RREP messages. Of
the original ACO ideas, not much is left.

The approach of building a reactive kind of ACO routing algorithm has been fol-
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lowed by several other researchers in the field. Ant-Colony-Based Routing Algorithm
(ARA) [119] is quite similar to PERA (and hence to AODV). One difference is that both
forward and backward ants leave pheromone behind: forward ants update pheromone
about the path to the source, while backward ants update pheromone about the path
to the destination. Another difference is that also data packets update pheromone, so
that paths which are in use are also reinforced while the data session is going on. This
comes down to repeated path sampling, so that ARA keeps more of the original ACO
characteristics than PERA. In simulation, ARA was found to perform better than AODV
but worse than DSR in highly dynamic environments. Also the Termite algorithm [224]
follows a reactive approach. Important differences with ARA and PERA are that forward
ants are not flooded, but follow a random walk. And backward ants do not necessarily
follow the exact same path of the RREQ back to the source, but are themselves routed
stochastically (this can be an advantage if unidirectional links are present; see subsec-
tion 2.3.2). Pheromone updating is done by all packets (also by data), and is always
done with respect to the source that a packet is coming from. This means that cost
symmetric paths are assumed. In a small set of simulation tests, Termite was shown
to perform better than AODV for varying values of node speed [225]. Ad hoc Network-
ing with Swarm Intelligence (ANSI) [220] is again a variation on the same approach. It
only uses ants at route setup time. A mechanism using forward and backward ants is
applied, and like in Termite and ARA, data packets also deposit pheromone, in order
to reinforce the paths they use. Data are routed deterministically over the best paths.
ANSI evaluates paths based on the congestion rates (defined by the free versus occu-
pied space in the node IP queues) of nodes along the path. ANSI was shown to perform
better than AODV in simulation. Finally, also Emergent Ad Hoc Routing Algorithm
(EARA) [177] follows a similar approach. Different in EARA is that during the course
of a data session, paths are reinforced by ants that are sent out from the destination.
New paths are detected using ants that do random walks through the network.

A number of other algorithms use ants in a different way. The authors of [194] pro-
pose to use a set of mobile agents that are quite independent from network nodes or
data sessions: these agents are generated at network setup time, and they stay around
indefinitely. They perform a continuous random walk through the network, keeping
a history of the last N nodes they have visited. At each new node they arrive, paths
are extracted from this history list in order to update routing information. The algo-
rithm proposed in [190] is a combination between this approach and AODV. Also here, a
number of ant agents keep going through the network indefinitely, performing a random
walk and keeping a history list of the last N visited nodes. However, here the network
nodes also run AODV. They are therefore not solely dependent on the information given
to them by the randomly moving ants. Instead, the ants only provide possibilities to
improve on routing information gathered by AODV, or to avoid AODV route setups. The
authors show that their Ant-AODV method performs better than Ants Routing or AODV
separately. In [45], the authors propose an algorithm that combines geographic rout-
ing (see subsection 2.4.3) with ants. In their approach, each node keeps a database
of the positions of all other nodes. To keep these databases up-to-date, information
is exchanged locally among neighbors, and globally by sending ants to nodes further
away. The destination nodes for the ants are chosen according to a probabilistic mech-
anism, and nodes can copy the routing information from ants that pass by. So, in
this approach, ants replace flooding as a way to spread routing information over the
network. The Mobile Ants-Based Routing Protocol (MABR),proposed in [126, 127] was
designed for WAN scale AHWMNs. The algorithm divides the AHWMN area in rectan-
gular zones, corresponding to geographical areas. All nodes of a zone together make
up a logical router. Long distance routing is done between logical routers, with the
aid of location information. Ants are used at this level, to proactively update routing
tables between logical routers. In simulation, MABR compared favorably to Terminodes
routing, a different algorithm for WAN scale AHWMNs.
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Finally, a number of ACO routing algorithms for QoS routing in AHWMNs have also
been proposed. Ant-based Distributed Routing Algorithm (ADRA) [289] follows a reac-
tive approach, similar to the PERA algorithm described above. A difference is that, in
order to support QoS, nodes check resource availability before they forward a forward
ant, so that paths are only set up when their QoS requirements can be met. In case
available resources change and an existing path can no longer rely on the necessary
resources, nodes send so-called anti-ants to erase the path and inform downstream
nodes that they need to find a new path. In simulations, ADRA was found to outper-
form the DSR routing algorithm, especially in highly dynamic scenarios. Ant colony
based Multi-path QoS-aware Routing (AMQR) [176] uses ants to set up multiple, link
disjoint paths. The source node stores information about the paths followed by differ-
ent ants, and combines it to construct a topology database for the network. Based on
this database, it calculates n different link disjoint paths, and it send data packets over
these different paths. These data packets update pheromone. The use of a topological
database is different from most other ACO routing algorithms, but can also be found in
the AntNet+SELA algorithm for QoS routing in wired networks (see subsection 3.2.5).
It allows the source node to have better control over the paths that are set up. In simu-
lation tests, AMQR was shown to outperform ADRA and DSR, especially in low mobility
scenarios.

3.3 Routing and machine learning

In this section, we investigate the relationship between routing and the field of machine
learning. We show that the problem solved by a distributed routing algorithm fits well
into the description of reinforcement learning problems. This allows to investigate the
learning algorithms behind several existing routing algorithms in a unified framework.
The aim is to view these algorithms from a machine learning point of view, and to pro-
vide the reader with the necessary foundation to follow some of the discussion further
on in this thesis. The focus will be on the distance vector and the ACO routing algo-
rithms described before, as these have the most relevance for the work presented later
in this thesis.

In what follows, we first describe the reinforcement learning framework. Then, we
discuss two elementary solution methods in this area, namely dynamic programming
and Monte Carlo sampling, and we show how these methods relate to the distance vec-
tor and ACO routing algorithms respectively. We end with a description of temporal
difference learning and Q-routing. Temporal difference learning is a more advanced
solution method for reinforcement learning problems that combines elements from dy-
namic programming and Monte Carlo sampling, while Q-routing is an adaptive routing
algorithm for wired networks that was directly inspired by one of the most popular a
temporal difference algorithms, namely Q-learning.

3.3.1 The reinforcement learning framework

Reinforcement learning (RL) [252] is the name of a class of problems in machine learn-
ing. Generally speaking, one can say that it refers to the task of learning actions by
trail-and-error in order to maximize a reward. RL is a relatively new topic of research.
Its characteristic trait of learning from experience sets it apart from the traditional
distinction in machine learning between the classes of supervised learning and unsu-
pervised learning problems. In supervised learning, the aim is to learn from examples
of correct behavior, while in unsupervised learning, one searches for any kind of pat-
tern that seems interesting without any clear guidance (what is learned depends on the
inductive bias present in the learning algorithm). An example of a RL problem is given
by the gridworld of figure 3.6. A learning agent A enters the gridworld at position S. It
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can move around to different positions by taking one of four possible actions: north,
south, east or west. The agent receives a reward of 0 in all of the positions, except for
position G, where it receives a reward of 10. After reaching position G, the agent is
automatically moved back to S. The agent should learn the optimal action to take in
each of the different positions, so that it maximizes its total reward.

GA

S

Figure 3.6: An example of a reinforcement learning problem. A learning agent A enters
the gridworld at position S. It can move to different positions by taking one of four
possible actions: north, south, east or west. The reward is 0 in each position, except for
position G, where the reward is 10. After reaching position G, the agent is automatically
moved back to S. The agent should learn by trial and error to find which movements
maximize its total reward.

Let us now provide a more formal description of the RL problem framework. A graph-
ical presentation is given in figure 3.7. Central to each RL problem is the interaction
between an agent and its environment. The agent is a learner and decision maker.
The environment is defined as the system that the agent interacts with; this includes
everything outside the agent. At each moment in time, the agent finds himself in a
certain situation in its environment. Such a situation is called a state. In the example
of figure 3.6, each position of the gridworld forms a state. The environment provides
the agent with information about its state. In each state, the agent selects an action.
Based on this action, the environment provides the agent with a new state and with a
corresponding reward. The aim for the agent is to learn which actions should be taken
in which states in order to maximize the total reward. This includes current and future
rewards, since actions often do not give immediate rewards, but do bring the agent
to states which allow it to receive a better reward later. Future rewards are usually
discounted so that actions that lead to these rewards faster are preferred.

In order to solve the learning task, the agent maintains a policy π, which indicates
for each state s the probability π(s, a) of taking each possible action a. By trying out
different actions in the different states, and observing the (possibly delayed) rewards
that follow the action, the agent learns the policy π∗ that maximizes its total amount of
reward in the long run in the environment. This learning is always an iterative process,
in which the policy is improved in each iteration. Most solution methods make use
of a state value function V or an action value function Q in this process. Given a
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Agent

Environment

Action atReward rtState st

st+1

rt+1

Figure 3.7: A formal model for the RL problem. The agent interacts with its environ-
ment. At time step t, the agent is in state st in the environment, and receives the
corresponding reward rt. In response, it takes action at. The environment, in turn,
responds to the action in time step t + 1, providing the agent with a new state st+1 and
reward rt+1. Figure taken from [252].

policy π, the state value function V π contains for each state s the value V π(s), which
corresponds to the total future reward that can be expected when the agent starts from
state s and advances according to policy π. Alternatively, the action value function Qπ

contains values Qπ(s, a), which correspond to the total future reward to be expected if
the agents starts in state s, takes action a, and follows π after that. Formal definitions
of V π(s) and Qπ(s, a) are given in equations 3.7 and 3.8 respectively, where st, at and
rt are the state, the action and the reward of the agent in time step t, and γ is the
discount factor for future rewards. The calculation of V π (or Qπ) is often used as an
intermediate step in the learning process: first the value function V π corresponding to
π is calculated, then π is updated to π′ so that the agent chooses states and actions
with maximal values, and after that, the new value function V π′ corresponding to π′

is calculated. Methods to calculate policies and/or state and action value functions
are described later in subsections 3.3.2 and 3.3.3. For details we refer to [252] and
references therein.

V π(s) = Eπ

{ ∞∑

k=0

γkrt+k+1|st = s

}
(3.7)

Qπ(s, a) = Eπ

{ ∞∑

k=0

γkrt+k+1|st = s, at = a

}
(3.8)

The problem of routing can easily be mapped onto the RL problem framework. The
learning agent is the routing logic, which is distributed over the nodes of the network.
The environment is the network, and the states are the nodes. The initial state is the
source node. The reward is zero in each node, apart from the destination node, where
it is a number larger than zero. Shorter paths are preferred because they lead faster to
a non-zero reward. The agent’s possible actions are the next hops it can take in each of
the nodes. The agent’s policy, which indicates which action (next hop) to take in each of
the states (nodes) in order to maximize reward (to find the destination fastest), is kept
in a distributed way: it is spread over the routing tables maintained in the different
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nodes. The relationship between the task of routing and the RL framework was first
pointed out in [39].

3.3.2 Elementary solution methods for reinforcement learning: dy-
namic programming and Monte Carlo sampling

A wide range of different solution methods have been developed for RL problems. The
two most elementary ones are dynamic programming and Monte Carlo sampling. Here,
we describe these approaches, and discuss how they relate to strategies used in routing.
Later, in subsection 3.3.3, we describe another solution method, temporal-difference
learning, and discuss how one of its instances, namely Q-learning, formed the basis for
a different adaptive routing algorithm, called Q-routing.

A first solution method for RL problems is dynamic programming. This is a general
technique for solving optimization problems proposed in [26], and has been in use for
a long time before it was applied to RL. Dynamic programming has been discussed
before in 3.1.1, as it was at the basis of the development of distance vector routing
algorithms. The basic idea behind this method is to split an optimization problem
into subproblems, and use the solutions to these subproblems to construct an optimal
solution for the main problem. A straightforward way of using dynamic programming
in RL is policy iteration. The agent starts with a random initial policy π0, and uses
dynamic programming to calculate the state value function V π0 corresponding to it.
Then π0 is updated to π1 by choosing in each state the actions that optimize the values
of the states visited by the agent with respect to V π0 . Then, dynamic programming is
used again to calculate V π1 . The formula for calculating each state value V π(s) using
dynamic programming is given in equation 3.9, where Pa

ss′ is the probability of reaching
state s′ after taking action a in state s, and Ra

ss′ is the expected reward when reaching
state s′ after taking action a from state s. Compared to the formula of equation 3.7, the
infinite sum of future rewards is replaced by the sum of the expected immediate reward
and the estimated values of the neighbor states s′. This is the trademark approach
of dynamic programming: the task of calculating the value of a state is solved based
on the solution of a number of subtasks, namely the values of the neighboring states.
This characteristic approach of calculating estimates based on other estimates is in the
context of RL also called information bootstrapping.

V π(s) ←
∑

a

π(s, a)
∑

s′
Pa

ss′ [Ra
ss′ + γV π(s′)] (3.9)

Dynamic programming formed the inspiration for distance vector routing algorithms
such as RIP. Details about this have been given before in subsection 3.1.1. Here, we
only want to point out how this approach to routing is affected by the use of the char-
acteristic technique of information bootstrapping. This provides high efficiency, due
to the reuse of solutions that were calculated for different subproblems (routing esti-
mates calculated for neighboring nodes). However, it is not very robust or adaptive: if
estimates are wrong in one node (e.g. due to changes in the environment), they are
propagated over the network since other estimates are based on them, and it can take
a long time until the error is fixed and all the routing information converges again to
correct values. This limits the usability of a pure dynamic programming approach for
adaptive routing in AHWMNs.

A second elementary solution method for RL is Monte Carlo sampling. Also this
method has been around long before RL itself was a topic. In fact, the term Monte Carlo
refers to any problem solving method in which solutions are learned from experiences
obtained by repeated sampling. In the field of RL, Monte Carlo sampling can be used
to calculate value functions in a policy iteration approach, like the one described for
dynamic programming above. One difference is that in Monte Carlo learning usually

53



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

the action values Qπ(s, a) are used rather than the state values V π(s). To calculate
the value Qπ(s, a) of action a in state s, the agent tries it out: it runs a full episode
of the task (i.e. until it reaches the goal state), starting from state s with action a
and then following policy π after that. By executing repeated samples and taking the
average of the total rewards experienced in each of these samples, a good estimate of
the expected value of the total future reward can be obtained. In practice, a moving
average can be used, applying the formula of equation 3.10 after each newly collected
sample experience. In this formula, Rπ(s, a) is the total reward experienced when taking
action a in state s and following π after that, and α is a constant factor used for the
moving average. A special case of Monte Carlo sampling is the off-policy version, in
which the agent collects sample experiences following a different policy than the one
it is actually learning about. This allows more freedom (e.g. to do exploration), but is
computationally more complicated, as one has to make an adjustment to the average
experienced rewards in order to find the correct value for the other policy.

Qπ(s, a) ← Qπ(s, a) + α[Rπ(s, a)−Qπ(s, a)] (3.10)

It is easy to see how the ACO approach to routing relies in its process for gathering
routing information on the same ideas as the Monte Carlo approach to learning in RL.
Ants learn action values (the value of taking a next hop in a certain node) by execut-
ing complete samples of solutions to the task (by sampling a path to the destination).
The final pheromone values are the result of taking a sufficiently high number of sam-
ples. ACO routing algorithms in which different forwarding policies are used for ants
and data forwarding are similar to off-policy Monte Carlo learning. The fact that the
pheromone values do not always correspond to the average of the values experienced
by the ants, but are instead the result of more complicated evaluations of these values
(e.g. in AntNet, described in subsection 3.2.3, the experienced delay is manipulated
using the local traffic statistics), is reminiscent of actor-critic methods, which are more
advanced RL learning methods [25]. The most important advantage of Monte Carlo
sampling compared to information bootstrapping is that all estimates are based on di-
rect experiences. This makes the estimates more reliable than when they are based
on other estimates, giving increased robustness to the algorithm. This is particularly
important in a changing and unreliable environment like AHWMNs. Adaptivity can in
principle be a problem in Monte Carlo learning, namely when on-policy learning is ap-
plied and the policy has converged. In ACO routing, this problem is solved by using an
off-policy approach in which ants follow a slightly different policy from data packets.

It is interesting to note that more traditional routing algorithms for AHWMNs, such
as AODV, DSR and other reactive algorithms (see subsection 2.4.2), also rely on sam-
pling. They construct a path based on a single sample. This is of course quite different
from taking the average value obtained from repeated sampling such as in ACO rout-
ing. Nevertheless, it is a confirmation of the usefulness in AHWMNs of the increased
robustness obtained through path sampling. This is especially clear in the development
of AODV. This algorithm is presented as a distance vector algorithm as it was conceived
as a successor to DSDV, a routing algorithm that relies purely on information boot-
strapping. However, the only elements it still contains of distance vector routing is the
shape of the routing tables. The information bootstrapping approach used in DSDV is
deemed unworkable in the highly dynamic and unreliable AHWMN environment, and
is replaced by a strategy that relies on sampling. However, it needs to be noted that
the sampling in AODV and other reactive routing algorithms is not always done in a
consequent way. E.g., AODV RREQ messages do not always go all the way until the
destination, but return to the source as soon as they find a node that has routing in-
formation about the destination. At that point, the source node’s routing information
is again based on an estimate provided by another node.

54



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

3.3.3 Temporal-difference learning and Q-routing

Here we describe a more advanced class of solution methods for RL problems, namely
temporal-difference learning. This approach combines elements of dynamic program-
ming and Monte Carlo sampling, in order to get advantages from both methods. It is
at this point important to point out that the AntHocNet algorithm for routing in AH-
WMNs presented in chapter 4 of this thesis also combines elements of both dynamic
programming and Monte Carlo sampling. It does so in a completely different way than
temporal-difference learning though, as will become clear later.

The simplest version of temporal-difference learning is the one step temporal-difference
method, referred to as TD(0). The main idea behind this method is for the agent to take
a sample of just one step, and then bootstrap information. Concretely, in TD(0), the
agents calculates Q(s, a) by taking action a in state s, observing the immediately re-
ceived reward r, and bootstrapping on the value of the new state it arrives in. An
example update formula is given in equation 3.11, where α is a constant factor for
calculating the moving average, and γ is a constant factor to discount rewards that
are received in a future time step. The difference with the update formula for Monte
Carlo learning (equation 3.10) is that only one step of experienced reward is used. The
difference with the update formula for dynamic programming (equation 3.9) is that an
experience is used for the one-step reward, rather than the expected value. Variations
are possible in the choice of the action a′ in the new state s′ on the basis of which the
bootstrapped value Q(s′, a′) is chosen. E.g., the most popular TD(0) method, Q-learning,
uses the action a′ that gives the maximal value for Q(s′, a′) [272]. This corresponds to
an off-policy form of temporal-difference learning, and allows fast convergence to the
optimal policy π∗. The one-step form of temporal difference learning found in TD(0) can
be extended to an n-step algorithm, in which the agent takes a sample of n steps before
bootstrapping the local state value. If n is equal to infinity or to the number of steps
needed to reach the goal, this comes down to Monte Carlo sampling. Finally, when the
results from several n-step samples are combined, with different values for n, we get
the TD(λ) methods, which are also referred to as eligibility traces [271].

Qπ(s, a) ← Qπ(s, a) + α[r + γQ(s′, a′)−Qπ(s, a)] (3.11)

Just like dynamic programming and Monte Carlo sampling, temporal-difference
learning has been applied to routing. In particular, the Q-learning algorithm men-
tioned above has lead to the development of Q-routing [39]. In Q-routing, nodes keep
routing tables that are similar to those in AntNet, with one entry per combination of
next hop and destination. The routing table entry cd

ij indicates the cost of going from i
over neighbor j to destination d. Each time node i sends a data packet to a neighbor j
for a destination d, j sends a control packet back to i. This packet contains the values
ttot, the total queueing and transmission delay experienced by the data packet to reach
j from i, and cd

j , the cost of the best path to destination d present in j’s routing table.
In node i, ttot and cd

j are summed to get an estimate of the cost from i to d over j, and
the value cd

ij in i’s routing table is updated accordingly. When compared to Q-learning,
ttot corresponds to the immediate reward experienced in the one step sample, and cd

j

corresponds to the value of the next state. Like in dynamic programming approaches
to routing, such as the basic distance vector routing algorithm, routing updates are
based on the best paths reported by neighboring nodes. The main difference is that in
Q-routing the cost of the single hop to the neighbor is taken from a sample, while in
distance vector routing, it is an estimate of the expected value, obtained via local mon-
itoring. In direct comparisons with the AntNet adaptive routing algorithm, Q-routing
scored less well [70].

Another RL inspired approach to routing is SAMPLE [90]. This is an adaptive algo-
rithm for MANETs. Similarly to Q-routing, it does an update of routing information with
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the transmission of each data packet. Also like Q-routing and dynamic programming,
the best path available in neighboring nodes is used for information bootstrapping in
the update process. For the calculation of the cost of the one hop to the neighbor, SAM-
PLE relies on a model of the environment. Model-based RL [91] is not presented here,
as it would lead us to far. However, the end result is an algorithm that is similar to
both Q-routing and distance vector routing. Important for MANETs, SAMPLE uses an
estimate of link qualities with similarities to the ETX measure (see subsection 2.4.3) to
define path costs.

3.4 Conclusion

In this chapter we have described existing adaptive routing algorithms. The aim of the
chapter was on the one hand to provide information about other algorithms in the field,
and on the other hand to get the reader acquainted with the techniques and terminology
that will be used further in this thesis.

In a first section, we have described adaptive routing algorithms in the internet. Two
main approaches were discussed, namely distance vector routing and link state routing.
For either of these approaches, we have investigated how they perform in terms of the
major challenges for AHWMN routing: adaptivity, robustness, efficiency and scalability.
We have also indicated to what extent both approaches to routing have been adapted to
work in AHWMNs.

Then, in a second section, we have described ACO and ACO routing. ACO is a meta-
heuristic for the solution of optimization problems that was inspired by the shortest
path finding behavior of ant colonies in nature. ACO routing is an approach to routing
that is based on the ACO framework. It forms an important source of inspiration for
the work presented in this thesis. Here, we have described the major characteristics
of ACO routing in detail, and have given an extensive overview of existing ACO routing
algorithms, both for wired networks and for AHWMNs.

In a last section, we have treated adaptive routing from a machine learning point of
view. To that end, we have described RL, an important class of learning problems. We
have shown that the problem of routing in telecommunication networks fits well into
this problem framework. Then, we have investigated how the strategies for the gathering
of routing information used by distance vector and ACO routing algorithms correspond
to two important learning methods for RL problems, namely dynamic programming and
Monte Carlo learning. Finally, we have described temporal difference learning, a more
advanced solution method for RL problems that combines elements of both dynamic
programming and Monte Carlo learning, and we have explained the Q-routing algorithm
that was derived from it. The AntHocNet routing algorithm for AHWMNs described in
the next chapter also combines elements from both of these learning methods, but in
quite a different way.
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Chapter 4

AntHocNet: an adaptive routing
algorithm for ad hoc wireless
multi-hop networks

In this chapter, we describe AntHocNet, an adaptive routing algorithm for AHWMNs.
AntHocNet is a hybrid routing algorithm, in the sense that it contains elements from
both reactive and proactive routing. Specifically, it combines a reactive route setup pro-
cess with a proactive route maintenance and improvement process. AntHocNet was in
the first place inspired by the ACO approach to routing. This is evident in the way that
it gathers, stores and uses routing information. Consequently, the terminology used
in this chapter is mostly related to the ACO routing literature. Nevertheless, AntHoc-
Net also contains elements from distance vector routing. In particular, the information
gathering process used in its proactive route maintenance and improvement process
combines the route sampling strategy from ACO routing with an information bootstrap-
ping process that is similar to the one used in distance vector routing algorithms. The
way both approaches are combined is novel and allows the algorithm to get the best
of both worlds. AntHocNet was in the first place developed for MANETs and WMNs.
Descriptions of the AntHocNet algorithm have been published in [73,94,75,95,74,98].

The rest of this chapter is organized as follows. First, we give a general overview
of the AntHocNet routing algorithm. This includes a high level description of the algo-
rithm in words, and a schematic representation. Then, we give a detailed description of
each of the algorithm’s components. Finally, we provide further discussions on the pre-
sented material, such as an investigation of the relations between AntHocNet and other
AHWMN routing algorithms, a discussion of how AntHocNet relates to the RL solution
methods presented in chapter 3, and a description of elements that were present in
older versions of AntHocNet. Evaluations of AntHocNet and experimental comparisons
with other routing algorithms will be provided in the following chapters.

4.1 General overview of the AntHocNet routing algo-
rithm

In this section, we give an overview of the algorithm. We start with a general description
in words. Then, we also provide a schematic representation in the form of a finite state
machine.
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4.1.1 Algorithm description

AntHocNet is a hybrid algorithm, containing both reactive and proactive elements. The
algorithm is reactive in the sense that it only gathers routing information about desti-
nations that are involved in communication sessions. It is proactive in the sense that
it tries to maintain and improve information about existing paths while the commu-
nication session is going on (unlike purely reactive algorithms, which do not search
for routing information until the currently known routes are no longer valid). Routing
information is stored in pheromone tables that are similar to the ones used in other
ACO routing algorithms. Forwarding of control and data packets is done in a stochastic
way, using these tables. Link failures are dealt with using specific reactive mecha-
nisms, such as local route repair and the use of warning messages. Below, we describe
the general working of the AntHocNet routing algorithm. Details will follow later in
section 4.2.

In AntHocNet, routing information is organized in pheromone tables, similar to the
ones used in other ACO routing algorithms such as the earlier described AntNet (see
subsection 3.2.3). Each node i maintains one pheromone table Ti, which is a two-
dimensional matrix. An entry T d

ij of this pheromone table contains information about
the route from node i to destination d over neighbor j. This information includes the
pheromone value τd

ij, which is a value indicating the relative goodness of going over node
j when traveling from node i to destination d, as well as statistics information about
the path, and possibly virtual pheromone (see later). Apart from a pheromone table,
each node also maintains a neighbor table, in which it keeps track of which nodes it
has a wireless link to. Details about the data structures maintained under AntHocNet
are described in subsection 4.2.1.

At the start of a communication session, the source node of the session controls
its pheromone table, to see whether it has any routing information available for the
requested destination. If it does not, it starts a reactive route setup process, in which it
sends an ant packet out over the network to find a route to the destination. Such an ant
packet is called a reactive forward ant. Each intermediate node receiving a copy of the
reactive forward ant forwards it. This is done via unicasting in case the node has routing
information about the ant’s destination in its pheromone table, and via broadcasting
otherwise. Reactive forward ants store the full array of nodes that they have visited
on their way to the destination. The first copy of the reactive forward ant to reach
the destination is converted into a reactive backward ant, while subsequent copies are
destroyed. The reactive backward ant retraces the exact path that was followed by the
forward ant back to the source. On its way, it collects quality information about each
of the links of the path. At each intermediate node and at the source, it updates the
routing tables based on this quality information. This way, a first route between source
and destination is established at completion of the reactive route setup process. The
full process is repeated later if the source node falls without valid routing information
for the destination of the session while data still need to be sent. Details about the
reactive route setup process are provided in subsection 4.2.2.

Once the first route is constructed via the reactive route setup process, the algo-
rithm starts the execution of the proactive route maintenance process, in which it tries
to update, extend and improve the available routing information. This process runs for
as long as the communication session is going on. It consists of two different subpro-
cesses: pheromone diffusion and proactive ant sampling. The aim of the pheromone
diffusion subprocess is to spread out pheromone information that was placed by the
ants. Nodes periodically broadcast messages containing the best pheromone infor-
mation they have available. Using information bootstrapping, neighboring nodes can
then derive new pheromone for themselves and further forward it in their own periodic
broadcasts. Details about this process will be given later, in subsection 4.2.3. Here,
it is sufficient to know that the pheromone diffusion process is similar to the dynamic
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programming approach used in distance vector routing. As was pointed out earlier in
subsections 3.1.1 and 3.3.2, such approaches to gathering routing information are very
efficient, but can be slow to adapt to dynamic situations, possibly temporarily providing
erroneous information. Therefore, the pheromone diffusion process can be considered
as a cheap but potentially unreliable way of spreading pheromone information. Be-
cause of this potential unreliability, the pheromone that is obtained via pheromone
diffusion is kept separate from the normal pheromone placed by the ants, and is called
virtual pheromone; the pheromone placed by the ants will in what follows be called reg-
ular pheromone. The virtual pheromone is used to support the second subprocess of
proactive route maintenance, which is proactive ant sampling. In this subprocess, all
nodes that are the source of a communication session periodically send out proactive
forward ants towards the destination of the session. These ants construct a path in a
stochastic way, choosing a new next hop probabilistically at each intermediate node.
Different from reactive forward ants, they are never broadcast. When calculating the
probability of taking a next hop, proactive forward ants consider both regular and vir-
tual pheromone. This way, they can leave the routes that were followed by previous
ants, and follow the (potentially unreliable) routes that have emerged from pheromone
diffusion. Once a proactive forward ant reaches the destination, it is converted into
a proactive backward ant that travels back to the source and leaves pheromone along
the way (regular, not virtual pheromone), just like reactive backward ants. This way,
proactive ants can follow virtual pheromone and then, once they have experienced that
it leads to the destination, convert it into regular pheromone. One could say that
pheromone diffusion suggests new paths and that proactive ants check them out. The
ant based full path sampling provides the reliability that is lacking in the efficient infor-
mation bootstrapping process. Details about the proactive route maintenance process
are given in subsection 4.2.3.

Data packet forwarding in AntHocNet is done similarly to other ACO routing algo-
rithms: routing decisions are taken hop-by-hop, based on the locally available phero-
mone. Only regular pheromone is considered, as virtual pheromone is not considered
reliable enough. Each forwarding decision is taken using a stochastic formula that gives
preference to next hops that are associated with higher pheromone values. The formula
is different from that used by the forward ants, so that data packets can follow a less
exploratory strategy. Via parameter tuning, it is possible to vary between spreading the
data packets over all possible available paths and deterministically sending them over
the best path. While the former can in principle provide higher throughput through
the use of multiple paths (see subsection 2.4.3), the latter allows greedy exploitation of
the learned information. Later, in chapter 5, we compare both strategies empirically.
Details about data packet forwarding in AntHocNet are provided in subsection 4.2.4.

Link failures can be detected in AntHocNet via failed transmissions of data or control
packets, or through the use of hello messages. Hello messages are short messages that
are periodically sent out by all nodes in the network. The reception of a hello message is
indicative of the presence of a wireless link, while the failure to receive such messages
point to the absence of a link. In practice in AntHocNet, the function of hello messages
is fulfilled by the same periodic messages that are used for pheromone diffusion. When
a node detects a link failure, it controls its pheromone table, to see which routes become
invalid due to the failure, and whether alternative routes are available for the affected
destinations. Then, it broadcasts a link failure notification message to warn neighboring
nodes about all relevant changes in its pheromone table. In case the link failure was
associated with a failed data packet transmission, the node can also start a local route
repair to restore the route to the destination of this data packet. To this end, it sends
out a repair forward ant. Repair forward ants are similar to reactive forward ants, in
the sense that they follow available pheromone information where possible, and are
broadcast otherwise, but they have a limited maximum number of broadcasts, so that
they cannot travel far from the old failed route. Upon arrival at the destination, the
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Figure 4.1: A finite state machine representation of the AntHocNet routing algorithm.

repair forward ant is converted into a repair backward ant that travels back to the node
that started the repair process and sets up the pheromone for the repaired route. A
last tool in dealing with link failures is the use of unicast warning messages. These
are needed when data packets for a lost destination still arrive at the node after a link
failure notification has already been broadcast. This can be due to bad reception of the
broadcast notification message. In this case, the node unicasts a warning to the node
it received the data from, in order to inform it that it can no longer forward data for
this destination. Details about how AntHocNet deals with link failures are described in
subsection 4.2.5.

4.1.2 Schematic representation

Figure 4.1 gives a schematic representation of the AntHocNet routing algorithm. It con-
tains a finite state machine showing the most important components of the algorithm.
Below we explain the structure of the finite state machine. For details about each of the
components, we refer to section 4.2.

The algorithm is started up in its initial state, in which internal variables are initial-
ized. Then, it moves to its idle state, where it waits for events to happen. The events
that can take place are the arrival of a data packet, the arrival of a control packet, the
detection of a link failure, and a number of timer events.
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In case of a data reception event, the algorithm tries to route the data. Details
about data forwarding are given in subsection 4.2.4. This might be impossible, due
to the lack of routing information about the destination. If the current node is the
source node of the data packet, the unavailability of routing information can be because
the data packet is the first of a new communication session, or because it belongs to
a session for which all routing information has become invalid. In both cases, the
node starts a reactive route setup process. Details about this process are given in
subsection 4.2.2. If the current node is not the source of the data packet, it concludes
that the upstream node of the data has wrong routing information, and sends it a
unicast warning message. This is further explained in subsection 4.2.5, which talks
about link failures.

In case of a control packet reception event, the algorithm checks which type of con-
trol packet it is dealing with. In case it is a hello message, the node needs to take note
in its neighbor table that it has a wireless link with the packet’s sender, and it needs to
extract the routing information inside to update its own virtual pheromone information.
This is part of the proactive route maintenance process described in subsection 4.2.3.
In case it is a reactive, proactive or repair forward ant, the node needs to execute the
correct forwarding action, or, if it is the final destination of the ant, create a backward
ant and send it back towards the source. In case the control packet is a backward ant
(reactive, proactive and repair backward ants have essentially the same behavior, and
are therefore collapsed here), the node needs to adapt its pheromone table, and forward
the ant if it is not its final destination. Details about the treatment of reactive, proactive
and repair forward and backward ants are given respectively in subsections 4.2.2, 4.2.3
and 4.2.5. In case the control packet is a link failure notification, the node needs to up-
date its pheromone table, and possibly forward the notification. Finally, if it is a unicast
warning, it needs to update its pheromone table, removing the erroneous route. Details
about link failure notifications and unicast warnings are given in subsection 4.2.5.

In case of a link failure event, the node first of all adapts the information in its
pheromone table to reflect the changed situation. Then, if destinations have become
unreachable due to the link failure, it needs to take action. If the current node is
the source of a session to one of the lost destinations, it starts a reactive route setup
process. If, on the other hand, it is an intermediate node on the lost route, it controls
whether the link failure event involved the unsuccessful transmission of a data packet.
If this is the case, it starts a local route repair process. Otherwise, it broadcasts a link
failure notification message. Details on how link failures are dealt with are given in
subsection 4.2.5.

The different timers are events that are scheduled by the node itself, in order to
plan delayed actions. Hello timer events are scheduled at regular intervals, from the
moment the node is switched on and for as long as it is up and running. Reception
of a hello timer event provokes the node to send a hello message, in which it includes
its best pheromone information. This is part of the proactive route maintenance pro-
cess described in subsection 4.2.3. Proactive ant timer events are also scheduled at
regular intervals, but only from the moment a session is started, and until the end
of it. Reception of a proactive ant timer event leads the node to send out a proactive
forward ant. Details about this are given in subsection 4.2.3. Repair timer events are
scheduled after a repair forward ant has been sent out. At reception of a repair timer
event, the node checks whether a repair backward ant was received, and in case not,
it broadcasts a link failure notification. This is part of the process of dealing with link
failures, described in 4.2.5. Finally, reactive ant timer events are similarly sent out
after the transmission of a reactive forward ant. At reception of a reactive ant timer
event, the node controls whether it has already received a reactive backward ant. In
case not, it can send out a new reactive forward ant (in case the maximum number
of retransmissions has not yet been reached), or conclude that the destination is cur-
rently unreachable, and drop queued data packets for it. This is described in detail in
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subsection 4.2.2, which explains the reactive route setup phase.

4.2 Detailed descriptions

In this section, we give a detailed description of the different components of the Ant-
HocNet routing algorithm. We follow the same structure as in subsection 4.1.1. First
we describe the data structures that are maintained in each node. Then, we give details
about the reactive route setup process. Subsequently, we discuss the proactive route
maintenance process. Next, we talk about data packet forwarding. After that, we dis-
cuss the algorithm’s behavior with respect to link failures. Finally, we talk about the
routing metrics used in AntHocNet.

4.2.1 Data structures in AntHocNet

Here, we describe the different data structures that are maintained by each of the
network nodes under AntHocNet. In particular, we talk about pheromone tables and
neighbor tables.

Pheromone tables

Under AntHocNet, each node i maintains a pheromone table Ti, which is a two-dimen-
sional matrix. An entry T d

ij of this matrix contains information about the route from
node i to destination d over neighbor j. This includes a regular pheromone value
τd
ij, a virtual pheromone value ωd

ij, and an average number of hops hd
ij. The regular

pheromone value τd
ij is an estimate of the goodness of the route from i to d over j. Good-

ness is expressed as the inverse of a cost. Exact values depend on the metric that is
used to evaluate the cost of routes. More about the use of different metrics will follow
in subsection 4.2.6. Regular pheromone is updated by backward ants. These can be
reactive, proactive or repair backward ants. Details about the updating process for reg-
ular pheromone are given in subsection 4.2.2. The virtual pheromone value ωd

ij forms
an alternative estimate of the goodness of the route from i to d over j. Differently from
τd
ij, it is obtained through information bootstrapping using goodness values reported

by neighbor nodes during the proactive route maintenance process. The updating of
virtual pheromone is discussed in subsection 4.2.3. The average number of hops hd

ij

is, like the regular pheromone, updated by backward ants. This updating process is
described in subsection 4.2.2. hd

ij is used when deciding how long to wait for repair
backward ants (see subsection 4.2.5).

Nodes do not necessarily always have values available for τd
ij, ωd

ij, and hd
ij for each

possible combination of destination and next hop. This is in the first place because
nodes do not maintain routing information about all possible destinations in the net-
work (they only gather routing information for destinations which communication ses-
sions are going on with), and because for a specific destination, nodes do not necessarily
have a route available over each of their possible neighbors (for instance, during a re-
active route setup phase only one route is set up, so that the source node has exactly
one outgoing next hop for the involved destination). Also, since regular and virtual
pheromone are obtained through different processes, it is possible that a node has a
value for τd

ij, but not for ωd
ij, or vice versa. On the other hand, since τd

ij and hd
ij are both

obtained from backward ants, nodes that have a value for one of the two will also have
a value for the other.
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Neighbor tables

Apart from the pheromone table, each node also maintains a neighbor table. The neigh-
bor table Ni kept by node i is a one-dimensional vector with one entry for each of i’s
neighbors. The entry Nij corresponding to i’s neighbor j contains a time value thij in-
dicating when i last heard from j. Node i uses this time value to derive whether there
is a wireless link with node j, and to detect link failures. More on the detection and
handling of link failures will follow later in subsection 4.2.5.

4.2.2 Reactive route setup

The reactive route setup process is triggered whenever a node receives a data packet
that was locally generated (i.e., the current node is the packet’s source) for a destination
for which no routing information is available. This lack of routing information can
happen either because the data packet in question is the first of a new communication
session, and no routing information for its destination is available from a different or
previous session, or because the data packet belongs to an ongoing session for which
all routes have become invalid (e.g., due to node movements). The reactive route setup
process involves the sending of a reactive forward ant from source to destination, and
a reactive backward ant from destination to source. Below, we discuss each of these
separately.

Reactive forward ants

At the start of the reactive route setup process, the source node s creates a reactive
forward ant. This is a control packet that has as a goal to find a path from s to an
assigned destination d. At the start, the ant contains just the addresses of s and d.
Later, as it proceeds through the network, it collects a list P = [1, 2, . . . , d − 1] of all the
nodes that it has visited on its way from s to d.

After its creation at s, the reactive forward ant is broadcast, so that all of s’s neigh-
bors receive a copy of it. At each subsequent node, the ant is either unicast or broad-
cast, depending on whether the current node has routing information for d. If routing
information is available, the node chooses a next hop for the ant probabilistically, based
on the different pheromone values associated with next hops for d. Concretely, a node
i chooses node n as next hop for the ant with probability P d

in, as calculated by equa-
tion 4.1. In this equation, Nd

i is the set of neighbors of i over which a path to d is known,
and β1 is a parameter value which can control the exploratory behavior of the ants. In
our experiments, we keep β1 relatively high, on 20. This is because we want to obtain
the initial route as fast as possible, and limit the time we spend on exploration at this
stage.

P d
in =

(τd
in)β1

∑
j∈Nd

i
(τd

ij)β1
, β1 ≥ 1, (4.1)

In case the intermediate node i does not have routing information for d, it broadcasts
the reactive forward ant. Due to this broadcasting (and also the initial broadcasting at
s), a reactive forward ant can proliferate quickly over the network, with different copies
of the ant following different paths to the destination. In order to limit the amount of
overhead that is created this way, nodes only forward the first copy of the ant that they
receive. Subsequent copies are simply discarded. In previous versions of AntHocNet,
nodes were to some extent allowed to forward multiple copies of the same ant, in order
to improve the creation of multiple paths (see also subsection 4.3.4). However, this lead
to a lot of overhead.

At the destination, the reactive forward ant is converted into a reactive backward
ant, which follows the list of nodes P visited by the forward ant back to s. If more than
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one copy of the forward ant is received, only the first is accepted and converted into
a backward ant, while subsequent copies are discarded. This way, only one route is
set up during the reactive route setup process. The reason is again to reduce over-
head created during this procedure. For the creation of multiple routes, AntHocNet
relies on the proactive route maintenance process, which extends the initially created
route into a full mesh of routes during the course of the communication session (see
subsection 4.2.3).

Reactive backward ants

The reactive backward ant created by the destination node in response to a reactive
forward ant contains the addresses of the forward ant’s source node s and destination
node d, as well as the full list of nodes P that the forward ant has visited. The reactive
backward ant is unicast from d and between the nodes of P back to s.

The aim of the reactive backward ant is to update routing information in each of
the nodes of P and in s. At each node i that it visits, it updates the number of hops
hd

in and the regular pheromone value τd
in in the pheromone table entry T d

in, where n is
the node that it visited before i on its way from d. The updating of hd

in is done using a
moving average, as shown in equation 4.2. In this equation, h is the number of hops
that the backward ant has traveled between d and i, and α is a parameter regulating
how quickly the formula adapts to new information. In our experiments, α is always
kept on 0.7.

hd
in ← αhd

in + (1− α)h, α ∈ [0, 1] (4.2)

Updating of the regular pheromone τd
in is done based on the cost of the route from i to

d. This cost can be calculated using different metrics, such as the number of hops, the
end-to-end delay, etc.. Later on, in subsection 4.2.6, we comment on different metrics
used in AntHocNet. Here, we talk in terms of a generic cost c, where cd

i is the cost of the
route from i to d, and cj

i is the cost of the link from i to its neighbor j (it is the cost of a
one-hop route). Under AntHocNet, each node maintains a local estimate of the cost cj

i

to go to each of its neighbors j. Details about how these local estimates are calculated
depend on the metric and are discussed in subsection 4.2.6. The reactive backward
ant reads at each node i the local estimate cn

i of the cost to go from i to the next hop n
that the ant is coming from. It adds this cost to the total cost cd

n of the route from n to
d (which it has been calculating on its way back from d), which is stored inside the ant.
The new cost cd

i is used to update the pheromone value τd
in in node i, using the moving

average formula of equation 4.3. In this equation, γ is a parameter regulating the speed
of adaptation of the pheromone to new cost values. In our experiments, γ was kept on
0.7. The cost value cd

i is inverted to calculate the pheromone value τd
ij, as pheromone

indicates the goodness of a route, rather than its cost.

τd
ij ← γτd

ij + (1− γ)(cd
i )
−1, γ ∈ [0, 1] (4.3)

It is interesting to note that in terms of gathering route cost information, there is an
important difference here with the AntNet algorithm described in subsection 3.2.3 and
other ACO routing algorithms. Rather than relying on the cost values experienced by
the forward ants, AntHocNet uses the estimates cj

i calculated locally by the nodes. This
is in order to improve reliability of the measured values. Depending on the cost metric
used, the high variability of the wireless medium can cause large differences between
values measured by subsequent samples. For example, the delay incurred on a link
can vary strongly in case of congestion if IEEE 802.11 is used as a MAC layer protocol
(see subsection 2.3.3). Using local estimates that are based on more than one sample
can take away some of this variability.
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4.2.3 Proactive route maintenance

The proactive route maintenance process serves to update and extend available routing
information. In particular, it allows to build a mesh of multiple routes around the initial
route created during the reactive route setup process. The proactive route maintenance
process consists of two subprocesses: pheromone diffusion and proactive ant sampling.
Pheromone diffusion is aimed at spreading available pheromone information over the
network through the use of periodic update messages and information bootstrapping.
Proactive ant sampling is aimed at controlling and updating pheromone information
through path sampling using proactive forward ants. While proactive ant sampling is
started by the source node of a communication session at the start of the session and
continues for as long as the session is going on, pheromone diffusion is executed by all
nodes throughout their whole lifetime, and is not particulary bound to the occurrence
of a single session. Below, we describe each of the two subprocesses of proactive route
maintenance separately.

Pheromone diffusion

The reactive route setup process described in subsection 4.2.2 leads to the availability
of a single route from the source of a communication session to its destination, indi-
cated by regular pheromone values in the pheromone tables of the nodes. Moreover,
each neighbor node of the destination also has a one-hop route to the destination. This
is independent of the running session, and is simply due to the fact that neighboring
nodes are aware of each other’s presence, as is explained further in subsection 4.2.5.
The aim of the pheromone diffusion process is to spread all this pheromone information
out, so that a field of pheromone pointing towards the destination becomes available in
the network. This field of pheromone is indicated in the virtual pheromone values in
the pheromone tables of the nodes. The fact that pheromone is spread out is similar to
the normal diffusion of real pheromone in nature [185], which allows ants further away
to sense it. In the example of figure 4.2, a communication session is going on between
node 1 and node 8. Regular pheromone is indicated by solid arrows. It consists of a sin-
gle route from 1 to 8 over the nodes 3, 6 and 7 that is the result of reactive route setup,
and a one-hop route from 5 to 8 that is there independently of the running session,
because 5 is aware of the presence of its neighbor 8. The field of virtual pheromone that
is the result of pheromone diffusion is indicated with dashed arrows.

A crucial role in the pheromone diffusion process is played by hello messages. These
are short messages broadcast every thello seconds asynchronously by all the nodes of
the network throughout their whole lifetime. In AntHocNet, thello is set to 1 second.
Hello messages are used in many existing protocols, such as ABR [257] and OLSR [61]
(see subsection 2.4.2), to allow nodes to find out which are their immediate neighbors,
and to detect link failures. While also in AntHocNet hello messages are used for this
purpose (as is explained in subsection 4.2.5), they also serve a different goal, namely to
carry information in the pheromone diffusion process. They serve as the periodic up-
date messages that are needed in the information bootstrapping process of pheromone
diffusion. The idea to convey extra routing information inside hello messages has been
used in some other routing algorithms, such as the earlier mentioned OLSR.

Nodes include in each hello message that they send out routing information they
have available. In particular, a node i constructing a hello message consults its phero-
mone table, and picks a maximum number k of destinations it has routing information
for. k is normally kept on 10, but in chapter 5 we also present results varying this
parameter. If more than k destinations are available, k of them are picked out ran-
domly. For each one of these destinations d, the hello message contains the address
of d, the best pheromone value that i has available for d, υd

i , and a bit flag. This best
pheromone value υd

i is taken over all possible values for regular pheromone τd
ij and vir-
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Figure 4.2: An example of available pheromone in an AHWMN. Node 1 is running a
communication session with node 8 as destination. Regular pheromone is indicated by
solid arrows. The route over the nodes 3, 6 and 7 is the result of a reactive route setup.
The one-hop route from node 5 to node 8 is there independent of the running session:
node 5 is aware that node 8 is its neighbor and therefore knows it has a one hop path
to node 8. Virtual pheromone is indicated by dashed arrows. It forms a field pointing
towards the destination node 8. Virtual pheromone is the result of the pheromone
diffusion process.

tual pheromone ωd
ij associated with d in i’s pheromone table Ti. The bit flag is used to

indicate whether the reported value was originally regular or virtual pheromone. In the
example of figure 4.2, node 3 has the choice of reporting the regular pheromone value
about the route over node 6 to node 8, or reporting the virtual pheromone value about
the route over node 5 to node 8. In case the route cost metric in use is hop count, it
will prefer to send out the virtual pheromone, as it points to a better route.

A neighboring node j receiving the hello message from i goes through the list of re-
ported destinations. For each listed destination d, it derives from the hello message an
estimate of the goodness of going from j to d over i, by applying information bootstrap-
ping: it combines the reported pheromone value υd

i , which indicates the goodness of
the best route from i to d, with the locally maintained estimate of the cost ci

j of hopping
from j to i. The exact formula is given in equation 4.4. The inversions are needed first
to convert the goodness value υd

i into a cost value so that it can be added to the cost
value ci

j, and then to convert the total sum again into a goodness value. The result of
the calculation is what we call the bootstrapped pheromone value κd

ji. In the example
of figure 4.2, node 3 receives a hello message from node 5 reporting the one hop route
from 5 to 8. Node 3 extracts this reported pheromone and uses it to derive bootstrapped
pheromone for the route over node 5 to node 8.

κd
ji =

(
(υd

i )−1 + ci
j

)−1
(4.4)

With κd
ji, node j has obtained a new estimate for the goodness of the path to d over i

in a relatively cheap way. Thanks to the use of information bootstrapping, all that was
needed in terms of communication overhead was the sending of the value υd

i from i to j.
Moreover, since υd

i was piggybacked on top of a hello message, which i needed to send
out anyway in order to support link failure detection, the overhead is limited to a few
extra bytes in transmission. In AHWMNs, this is an important detail, since a major part
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of the cost of data transmission is formed by channel access control activities (see sub-
section 2.3.3), which only need to be executed once for each packet, making the trans-
mission of one large packet favorable compared to the transmission of several small
packets. On the downside, the cheap procedure to obtain κd

ji comes at a price, in the
form of reliability: since κd

ji is derived from the estimate υd
i reported by i, it is only cor-

rect as long as υd
i is correct. This can be problematic in a highly dynamic environment

like AHWMNs, where routing information can get out of date quickly, and especially if
the value υd

i reported by i was in itself the product of pheromone diffusion (i.e., if the
value reported by i was originally virtual pheromone). We have provided discussions on
the reliability of information bootstrapping and dynamic programming approaches in
subsections 3.1.1 and 3.3.2. Since we do not adopt any additional mechanisms to en-
sure the reliability of the bootstrapped pheromone (in order to keep the system simple),
and since the bootstrapping process is relatively slow using the periodic hello messages
(in order to keep it efficient), we have to be aware that the bootstrapped pheromone
value κd

ji is potentially unreliable. This influences the way node j can use κd
ji to update

its pheromone table.
As described earlier in subsection 4.2.1, node j maintains in its pheromone table

entry T d
ji two distinct pheromone values for the route over its neighbor i to destination

d: the regular pheromone value τd
ji and the virtual pheromone ωd

ji. Of these, only the
virtual pheromone value ωd

ji is normally updated with the new bootstrapped pheromone
value κd

ji. This way, the pheromone obtained via the pheromone diffusion process is
kept separate from the regular pheromone, which is the product of ant based route
sampling and is therefore considered more reliable. The updating is done by replac-
ing ωd

ji by κd
ji. In the example of figure 4.2, node 3 would use the earlier derived

bootstrapped pheromone about the route over node 5 to node 8 to update its virtual
pheromone. The approach of keeping virtual and regular pheromone separate means
that bootstrapped pheromone is not used directly for the forwarding of data packets,
since data packets only consider regular pheromone when choosing a next hop (see
subsection 4.2.4). Virtual pheromone is used when forwarding proactive forward ants
towards their destination (more on this follows below, when we talk about proactive
ant sampling). When reaching the destination, proactive forward ants are converted
into proactive backward ants, which do deposit regular pheromone, which in turn is
used for routing data packets. So, in this way, bootstrapped pheromone influences
data forwarding indirectly. One could say that the potentially unreliable bootstrapped
pheromone provides hints about possible routes, which are then explored and verified
by the proactive forward ants.

There is one situation that forms an exception to this normal mode of operation, in
which we do allow the bootstrapped pheromone value κd

ji to be used for updating the
regular pheromone value τd

ji and influencing data forwarding directly. This is the case
when the following two conditions are fulfilled: a) j already has a non-zero value for
the regular pheromone τd

ji, and b) the bootstrapped pheromone κd
ji was derived from a

reported pheromone value υd
i that was based on regular pheromone in i, rather than

virtual pheromone (remember that i indicates this in a bit flag in its hello message).
In the example of the network of figure 4.2, the described situation arises for instance
when node 3 receives a hello message from node 6 reporting the regular pheromone
value of the path from node 6 to node 8 going over node 7: node 3 already has non-
zero regular pheromone for the route over node 6 to node 8, and the hello message
received from node 6 reports regular pheromone. Under these conditions, we know that
there is a reliable route from j to d over i, since the presence of regular pheromone
indicates that this route has been sampled by ants in the past. Also, we know that κd

ji

reflects information about this reliable route that is available in the next hop i, since
it was based on a value υd

i that reflects regular pheromone about d available in i. This
means that the bootstrapped pheromone is in fact a one step update of the routing
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information about this specific route. So, under these strict conditions, we consider it
reliable enough to update regular pheromone: we replace τd

ji directly by κd
ji. This way,

pheromone on current paths is kept up-to-date.

Proactive ant sampling

The proactive ant sampling process is started by the source node of a session at the
moment the first data packet of a new session is received, and continues for as long
as the session is going on. The aim of the process is to use ant based sampling to
gather routing information for ongoing sessions. To this end, proactive forward ants
are generated. These ants can follow regular pheromone, which is routing information
placed by previous ants, or virtual pheromone, which is the result of the pheromone
diffusion process described above. While the former leads the ants to update goodness
estimates of existing routes, the latter allows them to find new routes based on the
hints provided by the pheromone diffusion process. This way, the single route that was
initially constructed in the reactive route setup process is extended to a full mesh of
multiple paths. In the example of figure 4.2, a proactive forward ant arriving in node
3 can follow the regular pheromone over node 6 to node 8, or the virtual pheromone
indicating the shorter route over node 5 to node 8.

Each node which is the source of a communication session periodically (normally,
we use a period of thello seconds, but we have also done tests with other values; see
subsection 5.3.3) schedules the transmission of a proactive forward ant towards the
session’s destination. In order to improve efficiency, the actual sending of a proactive
forward ant is conditional to the availability of good new virtual pheromone: only if the
best virtual pheromone is significantly better (in our experiments: at least 10% better)
than the best regular pheromone, a proactive forward ant is sent out. The aim of the
proactive forward ant is to find a route towards the destination, and to store the list
of nodes P that it visits on the way. The proactive forward ant takes a new routing
decision at each intermediate node i, using the formula of equation 4.5 to calculate the
probability of choosing each possible next hop n. In this formula, the function max(a, b)
takes the maximum of the two values a and b, and β2 is a parameter that defines the
exploratory character of the ants. Like for reactive forward ants, β2 is normally kept
on 20, but in chapter 5 we also compare results using different values for β2. As
can be seen from the equation, unlike reactive forward ants, proactive forward ants
rely both on regular and virtual pheromone for their routing decisions: they use the
maximum between regular and virtual pheromone to calculate the probability of each
next hop. Also different from reactive forward ants is that proactive forward ants are
never broadcast: when they arrive at a node that does not have any routing information
for their destination, they are discarded.

P d
in =

[max(τd
in, ωd

in)]β2

∑
j∈Nd

i
[max(τd

ij , ω
d
ij)]β2

, β2 ≥ 1, (4.5)

When a proactive forward ant arrives at its destination, it is converted into a proac-
tive backward ant, which is sent back to the source. Proactive backward ants have the
same behavior as reactive backward ants: they follow the exact path P recorded by their
corresponding forward ant back to the source, and update regular pheromone entries
at intermediate nodes and at the source. For details about this behavior, we refer to the
description of reactive backward ants in subsection 4.2.2.

An important aspect to note here is that while the proactive forward ants can follow
both regular and virtual pheromone, proactive backward ants always deposit regular
pheromone. This way, the proactive ant sampling process can investigate promising
virtual pheromone, and if the investigation is successful turn it into a regular route that
can be used for data. In the example of figure 4.2, a proactive forward ant following the
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virtual pheromone from node 3 over node 5 to node 8 is at its arrival in 8 converted into
a backward ant, which deposits regular pheromone on the link from node 3 to node
5. The process of proactive ant sampling increases in this way the number of routes
available for data routing, which can grow to a full mesh, and allows the algorithm
to exploit new routing opportunities in the ever changing AHWMN topology. As stated
earlier, the proactive ants provide through their full path sampling the necessary control
to verify the reliability of new routes obtained through the information bootstrapping
process of pheromone diffusion.

4.2.4 Data packet forwarding

Data packets are forwarded from their source to their destination in hop-by-hop fash-
ion, taking a new routing decision at each intermediate node. Routing decisions for data
packets are based only on regular pheromone. This means that they only follow the re-
liable routes that are the result of ant based sampling, and leave the virtual pheromone
information that is the result of information bootstrapping out of consideration. The
combination of the reactive route setup and the proactive route maintenance processes
leads to the availability of a full mesh of such reliable routes between the source and
destination of each session.

Nodes in AntHocNet forward data packets stochastically, based on the relative values
of the different regular pheromone entries they have available for the packet’s destina-
tion. The probability P d

in for a node i to pick next hop n when forwarding a packet with
destination d is given in the formula of equation 4.6. This formula is very similar to the
one used for reactive forward ants (see equation 4.1), but uses a different parameter,
β3, for the power function of the pheromone values. This way, the relative preference for
the best routes can be adapted separately for data and for ants (as is common practice
in ACO routing algorithms, see section 3.2).

Pnd =
(τd

in)β3

∑
j∈Nd

i
(τd

ij)β3
, β3 ≥ 1 (4.6)

By adapting the β3 parameter, one can make data forwarding less or more greedy
with respect to the best available routes. By setting β3 low, data is spread over multiple
routes, considering also low quality ones. Using multiple routes for data forwarding can
improve throughput, as the data load is spread more evenly over the available network
resources (see also subsection 2.4.3). By setting β3 high, on the other hand, data is
concentrated on the best routes. This can also be a good choice, since the routes that
according to the ant sampling give the best performance, are exploited as much as
possible. In our experiments, we normally keep β3 on 20, which is relatively high and
only allows data load spreading when there are several good routes of more or less equal
quality. In chapter 5, we also compare results when using different values for β3.

4.2.5 Link failures

In AHWMNs, link failures can occur due to physical changes such as the movement or
disappearance of a node, or due to changes that influence the connectivity of the wire-
less communication, such as an increase of radio interference or a decrease in the used
transmission power. Since AHWMNs are usually highly dynamic, such events are ex-
pected to occur frequently, and AHWMN routing algorithms should be prepared to deal
with them effectively. The components of AntHocNet described so far already offer some
basic protection against link failures. The reactive route setup process allows source
nodes to rebuild entire routes if needed, and the proactive route maintenance process
offers protection in a proactive way through the creation of new paths, which can serve
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as backup routing possibilities. In this subsection, we outline further mechanisms in
AntHocNet that are specifically aimed at dealing with link failures.

The first step in dealing with link failures is their detection. In AntHocNet, link fail-
ures are detected if lower layer protocols report the failure of the unicast transmission
of a control or data packet, or if a node fails to receive periodic hello messages from its
neighbors. Once a failure is detected, the next step is to take action to neutralize its ef-
fect. In AntHocNet, the action to be taken depends on the way the failure was detected.
If the detection was through the failed transmission of a control packet or through the
missed reception of hello messages, the node that detected the link failure broadcasts a
link failure notification message, in which it warns downstream nodes about changed
routes. If the detection was through the failed transmission of a data packet, the node
starts a local route repair process in order to repair the route to the destination of the
failed data packet. A final action that can be taken is the sending of a unicast warn-
ing message. These are messages that are used when an earlier broadcast link failure
notification message got lost. Below, we first discuss the detection of link failures, then
the use of link failure notification messages, next the process of local route repair, and
finally the use of unicast warning messages.

Detecting link failures

Link failures can be detected through the failed unicast transmission of control or data
packets, or via the use of hello messages. Detection through a failed unicast transmis-
sion is straightforward. MAC layer protocols usually have mechanisms that inform it
about the success or failure of a unicast transmission. For instance, the IEEE 802.11
DCF protocol, which is often used in AHWMNs (see subsection 2.3.3), requires receiving
nodes to send an acknowledgement upon successful reception of a unicast transmis-
sion. AntHocNet gives MAC layer protocols the possibility to report the failure of a
transmission, and assumes in that case that the corresponding link has failed.

Relying solely on this mechanism to detect link failure is not satisfactory however.
First of all, it does not allow to detect a link failure in advance, but only at the moment
that it causes damage. Second, on a more technical note, many implementations of
MAC layer protocols do not include the possibility to warn higher layers about a failed
transmission. Therefore, AntHocNet also uses hello messages to detect link failures.
These are messages that are sent out by all the nodes of the network asynchronously
at a fixed interval of thello seconds. When a node i receives a hello message from a new
node j, it can assume that j is its neighbor, and create an entry Nij for j in its neighbor
table, indicating in it the last time that it has heard from j. It also makes an entry T j

ij in
its pheromone table, indicating that there is a one-hop route from i to j over next hop
j. After this, i expects to receive a message from j at least every thello seconds. If i does
not hear from j for a certain number of thello second intervals (set to 2 intervals here), i
assumes that the wireless connection to j has disappeared.

In AntHocNet, hello messages are not only used to detect link failures, but also to
carry pheromone information in the pheromone diffusion process (see subsection 4.2.3).
This means that hello messages in AntHocNet are larger than those used in many other
routing algorithms (such as e.g. in AODV [213], see subsection 2.4.2). For link failure
detection, this can actually be an advantage. It has been pointed out in [56] that since
hello messages are usually smaller than data packets, they can more easily be received
correctly over shaky wireless connections, and therefore give a false image of link avail-
ability for data packets. The authors propose exactly the use of larger hello messages
to get a better image of the real network topology.
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Link failure notifications

When a node i detects that the link with a neighboring node j is lost, it removes j
from its neighbor table. Then, it updates its pheromone table Ti, building a link failure
notification message in the process. It scans its pheromone table to control which
destinations d have a non-zero regular pheromone value τd

ij (i.e., for which destinations
d neighbor node j is used as a next hop from i). For each such destination, i sets
τd
ij to 0. Furthermore, it checks whether the lost pheromone τd

ij was the best or only
regular pheromone value available for d. If this is the case, it adds the address of the
destination d to the link failure notification message, together with the new best regular
pheromone it has available for d. If τd

ij was the only non-zero regular pheromone entry
for d, this is also indicated in the link failure notification message.

Once the link failure notification message is fully constructed, it is broadcast. All of
i’s neighbors receive the message, and update their routing tables for the routes going
over i to the involved destinations, using the new estimates reported in the message.
To this end, they use the same formula that is applied for information bootstrapping in
the pheromone diffusion process, as given in equation 4.4. In case they in turn loose
their best or only route to one of the involved destinations due to the reported failure,
they in turn construct their own link failure notification message, in the same way as
i did, and broadcast it further. This way, all involved nodes eventually get warned and
can update their pheromone tables.

Local route repair

When a node i detects a link failure through the failed transmission of a data packet,
and i does not have any alternative routing information available for the destination
d of this data packet, i does not include d in the link failure notification it sends out.
Instead, it starts a local route repair process to try to repair the route to d, so that the
data packet can still be delivered.

At the start of the local route repair process, i creates a repair forward ant. Repair
forward ants are identical to reactive forward ants, and are forwarded in the same way:
they are broadcast when no routing information is available, and are otherwise unicast
to a stochastically chosen next hop using the formula of equation 4.1. The only real
difference with reactive forward ants is that repair forward ants can only be broadcast
a limited maximum number of times (we set this number to 2). Therefore, they can only
travel far if they are unicast over existing pheromone. Concretely, this means that repair
forward ants need to stay close to existing routes in order to reach the destination, so
that they really focus on the repair of the lost route. Upon arrival at the destination d,
the repair forward ant is converted into a repair backward ant, which travels back to the
node i that launched the local route repair process. It does so in exactly the same way
as a reactive backward ant traveling back to its source (see subsection 4.2.2), updating
regular pheromone entries on the way. Once the repair backward ant is back at the
original node i, this node can send its stored data packet to d.

Node i uses a timer to decide how long to wait for a repair backward ant. The value
of this timer is an estimate of the time it takes to go from i to d and come back, and is
calculated as shown in equation 4.7. In this equation, thop is a fixed delay value per hop
(set to 50 milliseconds), and hd

ij is the number of hops to the destination as reported by
the backward ants and stored in i’s pheromone table (see subsections 4.2.1 and 4.2.2).
The multiplication with 2 is to account for the way to go to the destination and come
back. If no backward ant has been received before the timer runs out, i discards the
stored data packet, and broadcasts a link failure notification about destination d.

timer = 2 ∗ thop ∗ hd
ij (4.7)
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Unicast warning messages

A final aspect of dealing with link failures in AntHocNet is the use of unicast warning
messages. These are emergency messages that are needed when link failure notification
messages are not delivered correctly. This can happen because link failure notifications
are broadcast. The IEEE 802.11 DCF MAC layer protocol, which is very often used in
AHWMNs, does not provide any guarantees for the delivery of broadcast messages. This
makes broadcast transmission a lot less reliable than unicast transmissions, which are
supported with extra mechanisms to improve reliability (see subsection 2.3.3). Suppose
now that a node i has lost its only route to a destination d due to a link failure, and
warns other nodes about this in a link failure notification message as described above.
If a neighboring node n, which has a route to d using i as next hop, does not receive
this message correctly, it will continue sending data packets for d to i. At this point,
i cannot forward the data packets. It therefore answers to the data packet by unicas-
ting a short warning message to n, indicating that it has no routing information for d.
Upon reception of this message, n removes the erroneous routing information from its
pheromone table.

4.2.6 Routing metrics

So far, we have not given any details about how paths are evaluated in AntHocNet, and
have instead talked in terms of a generic cost value. In principle, this generic cost value
can be replaced by any possible route cost metric. Concretely, we have explored the use
of the following ones: the number of hops, the end-to-end delay, a combination of hops
and end-to-end delay, and a metric based on the signal-to-interference-and-noise ratio
of links along the route. While the calculation of the number of hops is trivial, the other
three are a bit more complicated. Therefore, we explain in what follows for each of these
metrics how a node i locally estimates the cost cj

i of the link to its neighbor j. How local
estimates of link costs are then combined into full route costs has been explained earlier
in the description of the working of reactive backward ants (see subsection 4.2.2). In
the experimental results reported in chapters 5 and 6, we normally use the signal-to-
interference-and-noise ratio metric, as this gave the best results. Comparisons with
versions of AntHocNet using the other metrics will also be reported in chapter 5.

End-to-end delay

When using the end-to-end delay cost metric, the cost estimate cj
i maintained locally

by node i reflects the expected delay incurred by a data packet when following the
wireless link from i to its neighbor j. Concretely, cj

i is calculated by the formula given in
equation 4.8. In this formula, qi

mac is the number of packets that are currently in queue
at the node to be sent, and t̂imac is an estimate of the time it takes to send one packet
via unicasting. t̂imac is calculated as a moving average of the time elapsed between the
arrival of a packet at the MAC layer and the end of a successful transmission, which
is indicated by an acknowledgement received from the next hop. This is shown in
equation 4.9, where timac is the latest observed send time, and η is a parameter defining
how quickly the moving average adapts to new observations (η is kept on 0.7).

cj
i = (qi

mac + 1)t̂imac (4.8)

t̂imac ← ηt̂imac + (1− η)timac, η ∈ [0, 1] (4.9)

As can be seen from equations 4.8 and 4.9, the calculation of cj
i here is in fact inde-

pendent of j. This is because we assumed network nodes that have only one wireless
interface which is an omnidirectional antenna. In this case, the data traffic for all next
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hops needs to go over the same outgoing queue, and needs to access the same wireless
channel, so that a packet queuing to be sent to a node j might need to wait behind
packets for any other neighboring node, experiencing also their delays.

End-to-end delay combined with number of hops

We also considered the possibility to combine the end-to-end delay with the number
of hops. While the end-to-end delay is adaptive to the local traffic situation, it can
be quite unstable, showing large oscillations due to variations in the quality of the
wireless channel and local interference. The number of hops, on the other hand, is not
adaptive, but is a stable metric. The goal of combining both is to have a metric that is
both adaptive and stable.

The formula for the calculation of cj
i using the combined metric is given in equa-

tion 4.10. The first part of this formula corresponds to the calculation of the delay, and
is identical to the formula of equation 4.8. The second part of the formula reflects the
number of hops. While the number of hops to reach neighbor j from node i is obviously
always 1, here we use a different constant value, namely thop. This is a fixed estimate
of the time needed to take one hop in unloaded conditions (we kept thop on 0.003 sec).
Using the constant thop, rather than 1, allows to scale the number of hops to the same
order of magnitude as the time estimation.

cj
i = (qi

mac + 1)t̂imac + thop (4.10)

Signal-to-interference-and-noise ratio

The signal-to-interference-and-noise ratio (SINR) between a node i and a node j is the
ratio between the strength of the signal received by node i from node j and the general
noise and interference from other radio signals present around i. This value can be
calculated at the physical layer of the node. SINR is a crucial factor defining the success
of a wireless reception. When SINR is high, reception has a high probability of being
successful, whereas when it is low, reception is impossible. In between there is a range
for which reception is possible with some probability. Note that also factors other than
SINR can influence reception, so that it is sometimes also possible to have bad reception
when SINR is high (see e.g. [15]). Nevertheless, SINR is an important indicator of link
quality.

When using SINR to define cj
i in AntHocNet, we are not interested in fine variations

in the SINR level, but rather in a coarse grained distinction between “good” and “bad”
wireless links: we want to capture the difference between links on which reception has
a high probability of being successful, and links on which reception is possible but with
a lower probability of success. Therefore, we apply a simple approach using a critical
SINR value SINRc as threshold, in which links with an SINR value lower than SINRc

are penalized. Concretely, we use the formula of equation 4.11, where cj
i is set to 1

for links with SINR higher than SINRc (this corresponds to using normal hop count
as a metric), and to a constant value cconst > 1 for links with SINR lower than SINRc.
In simulation tests using IEEE 802.11b radios sending at 2Mbps, we empirically set
SINRc to 17dB and cconst to 3. The value of 17dB for SINRc is in line with critical
values of SINR found in empirical research on wireless LANs using the same radio
technology [200].

cj
i =

{
1, if SINR > SINRc

cconst, if SINR ≤ SINRc
(4.11)
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4.3 Further Discussions

In this section, we provide further discussions related to the AntHocNet routing al-
gorithm. First, we consider AntHocNet in the light of the RL framework presented
in chapter 3, and discuss its particular strategies for information gathering from this
point of view. Then, we take a look at the different challenges for AHWMN routing that
were pointed out in chapter 2, and investigate qualitatively how AntHocNet deals with
these. Next, we discuss how AntHocNet relates to other existing routing algorithms.
In particular, we search in how far components of AntHocNet are also used elsewhere.
Finally, we write a few words about mechanisms that were present in older versions of
AntHocNet, and about why they were discarded.

4.3.1 AntHocNet and reinforcement learning

In chapter 3 we have described RL, an important class of problems in machine learning,
and we have explained how the problem of routing fits into this framework. Then, we
have discussed two basic solution methods for RL problems, namely dynamic program-
ming and Monte Carlo sampling, each with their own advantages and disadvantages,
and we have shown how existing routing algorithms relate to them, with distance vec-
tor routing being a direct implementation of dynamic programming, and ACO routing
relying mainly on Monte Carlo sampling. Subsequently, we have also described a more
advanced learning method, temporal difference learning, which combines elements of
both basic methods, and we have shown the Q-routing algorithm that was based on
it. In what follows, we investigate how the AntHocNet routing algorithm proposed in
this chapter relates to all of this. In particular, we describe how AntHocNet uses both
the Monte Carlo sampling and dynamic programming learning methods, but combines
them in a way that is different from temporal difference learning.

Monte Carlo sampling is used extensively in AntHocNet, since it is the learning
method applied in ACO routing, which was the main source of inspiration of our al-
gorithm. This is most evident in the proactive ant sampling subprocess of the proactive
route maintenance process (see subsection 4.2.3). In this subprocess, ants are regu-
larly sent out by the source node of each session in order to sample a path towards the
destination of the session. This is very much in line with the continuous path sampling
done in other ACO routing algorithms. Apart from this, also the reactive route setup
process (see subsection 4.2.2) and the local route repair process (see subsection 4.2.5)
use a form of Monte Carlo sampling: the reactive and repair forward ants used in these
processes each take a single sample of a path through the network, and use it to set
up a new route. As was explained earlier in subsection 3.3.2, this approach of using
Monte Carlo sampling by taking a single sample of a path through the network is also
applied in many existing reactive routing algorithms. An important point to note here is
that AntHocNet is more consistent in its use of sampling, since both reactive and repair
forward ants always go all the way till the destination. In most existing reactive routing
algorithms, including the AODV and DSR protocols described in subsection 2.4.2, this
is not the case: RREQ messages that are searching for a path to the destination can
be returned by intermediate nodes that have routing information about the destination
available. At that point, the obtained routing information relies on the estimate pro-
vided by the intermediate node, so that a form of information bootstrapping is applied.

The most important advantage of using Monte Carlo sampling here is that it pro-
vides a high level of reliability. This is because all routing information is the result of
direct experiences, giving a certain guarantee about its correctness. A disadvantage is
that it can be inefficient. The need to send sampling packets from source to destination
can lead to high levels of overhead. The use of IEEE 802.11 DCF as MAC layer mech-
anism can deteriorate this problem, because this protocol creates a lot of overhead for
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each sent packet, making the transmission of multiple small packets particulary prob-
lematic. Traditional reactive routing algorithms deal with the efficiency issue by using
just a single sample. AntHocNet, on the other hand, improves efficiency by combining
Monte Carlo sampling with a supporting dynamic programming process.

AntHocNet uses dynamic programming in the pheromone diffusion subprocess of
its proactive route maintenance process (see subsection 4.2.3). This subprocess works
more or less in the same way as distance vector routing algorithms do, using informa-
tion bootstrapping in each node to derive routing information from estimates calculated
by neighboring nodes. Such an approach has as an advantage that it is highly efficient,
as the information obtained by each node is optimally reused in the calculation of the
information needed by other nodes. In AntHocNet, this efficiency is further increased
by piggybacking routing updates on top of hello messages, which avoids the transmis-
sion of multiple small control packets. An important disadvantage of using dynamic
programming and information bootstrapping is that it can lead to processes that are
slow to converge, so that routing information can be temporarily unreliable. This is es-
pecially a problem in dynamic situations. In existing distance vector routing algorithms
for AHWMNs, such as DSDV (see subsection 2.4.2), extra techniques are applied to en-
sure reliability in the face of the highly dynamic network environment. Unfortunately,
these techniques introduce extra overhead, and can severely reduce the efficiency of
the process. Therefore, in AntHocNet, we have chosen a different strategy: the dy-
namic programming part of AntHocNet is kept very simple and lightweight, and is not
expected to provide information that is 100% reliable. This way, we focus maximally on
its efficiency, and do not worry about its unreliability. Instead, we are aware that the
information produced by the process can contain errors and therefore we do not use it
directly for routing. We use it as a guideline for the Monte Carlo sampling of the proac-
tive ant sampling subprocess. Using this guideline, the ants do not have to explore
the whole network, but can concentrate on routes that are suggested by pheromone
diffusion. This reduction in the need for exploration makes the sampling process more
effective, so that less ants are needed, leading to better efficiency. This way, we obtain
an adaptive algorithm that combines the efficiency of dynamic programming with the
reliability and robustness of Monte Carlo sampling.

Note that the way Monte Carlo sampling and dynamic programming are combined
here is very different from temporal difference learning methods. In n-step temporal
difference learning (see subsection 3.3.3), the learning agent takes a sample of a few
steps, after which it arrives in an intermediate state i, where it reads the local value
estimate, which it uses to bootstrap on. This approach can be highly efficient, but
does not avoid the potential unreliability of dynamic programming, since it still uses
information bootstrapping. It is interesting to see that the temporal difference learning
approach to information gathering is similar to the returning of RREQ messages by
intermediate nodes in reactive routing algorithms as described above: the RREQ sam-
ples a path till an intermediate node that has routing information available about the
destination, at which point it bootstraps on this information and returns to the source.
In AntHocNet, we aimed to be more consistent, and keep sampling and information
bootstrapping strictly separate.

4.3.2 Challenges for routing in AHWMNs

In chapter 2, we have defined a number of challenges for routing in AHWMNs. These
included adaptivity, robustness, efficiency and scalability. Here, we investigate qualita-
tively how AntHocNet is equipped to deal with each of these.

Adaptivity is very important in AHWMNs, as the dynamic network environment con-
stantly presents the routing algorithms with new changes. Adaptivity is in AntHocNet
provided in two different ways. On the one hand, the algorithm has a wide range of re-
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active mechanisms at its disposal. These include the reactive route setup process and
the different mechanisms to deal with link failures, such as link failure notifications,
local route repair, and unicast warning messages. These provide the algorithm with
tools to react immediately in case a disruptive event takes place. On the other hand,
AntHocNet applies also proactive mechanisms, in its proactive route maintenance pro-
cess. These allow the algorithm to take adaptive actions without the need for being
prompted by an event. Proactive actions can avoid problems with disruptive events in
the future, by providing backup routes, or exploit new possibilities that arise from the
changes in the environment.

Robustness is in general obtained from the extensive use of ant based full path
sampling, a practice that is taken over from ACO routing. As was explained in chapter 3,
using full path sampling as a method to gather routing information leads to increased
robustness in two ways. First of all, each individual sample is unimportant, so that the
loss of control packets only has a marginal effect, not immediately leading to erroneous
routing information. Second, since ants always sample full paths, they provide a certain
guarantee that the path actually exists and the reported information is correct. This
is in contrast with distance vector routing and link state routing, which are both in
principle more vulnerable in a highly dynamic environment.

Efficiency is taken care of in AntHocNet in two ways. First of all, the algorithm’s
hybrid architecture combining reactive and proactive components allows to concentrate
on the routing information that is most needed. Second, the use of a highly efficient
dynamic programming approach, which uses piggybacking on top of hello messages, as
a way to guide ant based sampling in the proactive route maintenance process allows
to improve efficiency during the gathering of routing information.

Good scalability is expected to arise from the provided efficiency, adaptivity and
robustness. We refer here to the empirical results in chapter 5 that show the scalability
of the algorithm compared to other, state-of-the-art routing algorithms for AHWMNs.

4.3.3 AntHocNet related to other routing algorithms

In this subsection we take a look at routing algorithms that are related to AntHocNet.
We isolate mechanisms that are used in AntHocNet, and investigate to what extent they
are also applied in other AHWMN routing algorithms. In particular we will talk about
multipath routing, the use of path sampling, and the approach to combine reactive
route setup with proactive route improvement.

Multipath routing is used in many AHWMN routing algorithms. An overview has
been given earlier in subsection 2.4.3. The main objectives when using multipath rout-
ing is to improve failure resilience by providing backup paths, and to improve through-
put. The former is inherent to all algorithms that set up multiple paths. The latter can
only be obtained when data traffic is spread over the multiple paths. In AntHocNet,
this is possible by choosing a low value for the parameter β3 in equation 4.6, which
leads to a stochastic spreading of the data load according to the relative quality of the
different available paths. Such an approach is typical for ACO routing algorithms, and
can therefore also be found in some of the other algorithms that apply ACO routing
for AHWMNs, such as ARA [119] and Termite [225] (nevertheless, many ACO routing
algorithms also forward data deterministically over the best path; see subsection 3.2.6
for an overview). Outside the area of ACO routing, adaptive data load spreading is far
less common. Most algorithms that do spread data over multiple paths do so in a sim-
ple, even way (see e.g. [164]). A few algorithms explore the idea of adaptive data load
spreading depending on the estimated quality of the paths (e.g. [108,269]). Stochastic
data load spreading is to the best of our knowledge unexplored outside the area of ACO
routing.

The use of path sampling as a strategy for obtaining routing information has been
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discussed amply in chapter 3 and in subsection 4.3.1. AntHocNet applies sampling both
reactively, using a single sample to set up a route between source and destination, and
proactively, using repeated samples to update existing routing information and explore
new possibilities. As was mentioned before, reactive use of single path samples is quite
common in AHWMNs. It is at the basis of the working of some important algorithms,
such as AODV [213] and DSR [140] (see subsection 2.4.2). Proactive use of repeated
path sampling is far less common. Some algorithms apply it in a limited way, using
sampling to get up-to-date information about existing routes, but not to explore new
ones. This is the case in [108, 269], and in many of the ACO routing algorithms for
AHWMNs (see subsection 3.2.6). The use of sampling to proactively find new routing
information is quite rare in AHWMNs, even for ACO routing algorithms. Exceptions are
the Termite [225] and EARA [177] algorithms, in which ants (or in the case of Termite
any kind of packets) can take random routing decisions, so that they leave existing
routes, and start exploring new ones. Such random exploration is quite blind. A system
where the exploration is guided such as in AntHocNet’s proactive route maintenance
process has to our knowledge not been explored outside the work presented in this
thesis.

A hybrid strategy of combining reactive route setup with proactive route improve-
ment like the one used in AntHocNet is not very common in AHWMN routing. It is
applied in some ACO routing algorithms such as Termite and EARA through the use of
random exploration decisions during the path sampling process, as is explained above.
Outside the area of ACO routing, the approach can to some extent be found in the
reactive routing protocol DSR. As was explained in subsection 2.4.2, DSR uses source
routing, which means that each data packet carries the full route from its source to its
destination, as a list of addresses. Nodes that are not on this route can overhear the
data packet, and extract the routing information it is carrying. This allows these nodes
to discover new routes. Unlike AntHocNet, however, DSR does not include any mech-
anism to verify the reliability of these new routes, and in experiments this mechanism
has often been found ineffective, as it allows erroneous routing information to be copied
by other nodes, leading to a quick “pollution” of routing tables throughout the network.
Nevertheless, DSR’s approach to route improvement has recently been taken over in
two new routing algorithms: LQSR [92, 93] and Srcr [30]. Quite interestingly, both
algorithms have been developed specifically for use in real WMN deployment projects:
LQSR for Microsoft’s MCL architecture, and Srcr for MIT’s Roofnet project. A very dif-
ferent approach to proactive route improvement is found in the LUNAR algorithm [259],
which is in essence a reactive algorithm in which improvements are obtained by re-
peating the route setup phase every 3 seconds. For efficiency reasons, the algorithm is
limited to networks of maximally 3 hops. Like LQSR and Srcr, also LUNAR was devel-
oped based on experiences with a real WMN deployment project. The fact that proactive
route improvement was chosen as the approach in several WMN deployment studies is
an indication of its usefulness in realistic settings.

4.3.4 Older versions of AntHocNet

In the first papers about AntHocNet [73, 74], an older version of the algorithm was
described. This version contains some important differences compared to the version
described in this chapter. Specifically, it uses different mechanisms in the reactive
route setup process and in the proactive route maintenance process. Here, we describe
these different mechanisms, and explain why we dropped them.

The main difference in the reactive route setup process of the older version of Ant-
HocNet is that not one but multiple routes are set up. To this end, nodes that receive
multiple reactive forward ants belonging to the same route setup process do not imme-
diately discard these duplicate ants. Instead, they compare the path traveled by each
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ant to that of the previously received ants of this route setup. If the number of hops
and travel time of a newly received ant are both within an acceptance factor a1 of those
of the best previously received ant of the same route setup, the new ant is accepted and
forwarded; otherwise, it is discarded. a1 is set quite low (to 0.9), in order to only allow
the best ants through and avoid too much proliferation of forward ants in the network.
The multiple reactive forward ants arriving in the destination are converted into back-
ward ants, which return to the source, so that a number of multiple, good paths are
set up simultaneously. A problem with the approach is that due to the use of strict
acceptance criteria when comparing to the best previously received ant (using the low
acceptance factor a1), the process can lead to a situation where the different resulting
paths are all just small variations of the best one. In general, it is better to have more
disjoint paths, as this gives better protection in case of link failures. To boost the cre-
ation of disjoint paths, a different mechanism is applied, which takes into account the
first hop taken by each ant. If this first hop is different from those taken by previously
accepted ants, we apply a higher (less restrictive) acceptance factor a2 than in the case
the first hop was already seen before (a2 was set to 2). A similar strategy can be found
in [186].

The strategy of setting up multiple routes during the reactive route setup process
has as an obvious advantage that multiple routes are available from the start of the
communication session, so that the session is better protected against link failures and
can start data load spreading immediately. However, through experiments we expe-
rienced that it is hard to get a good balance between the number of routes that are
obtained and the overhead that is created. High levels of overhead were often experi-
enced. Therefore, we decided to restrict reactive route setup to the creation of just one
single route, and to rely on proactive route maintenance to obtain multiple routes.

The proactive route maintenance process of the older version of AntHocNet is con-
siderably different from the new one. It consists of only the proactive ant sampling
subprocess, and does not apply pheromone diffusion. Proactive forward ants can be
forwarded through unicasting or through broadcasting. The unicasting is done in the
same way as in the current version of AntHocNet: a next hop is chosen probabilistically
according to available pheromone information. However, since no pheromone diffusion
is done, no virtual pheromone is spread out, and the only available pheromone infor-
mation for the proactive forward ants is regular pheromone. This means that through
pheromone guided unicasting, ants can check out existing routes, but not explore new
ones. This is where the broadcasting comes into play. At each node, proactive forward
ants have a small probability (set to 10%) of being broadcast. After such a broadcast
the ant arrives in all the neighbors of the broadcasting node. This way, it can leave
the currently existing paths and start the exploration of new ones. It is possible that in
these neighbors it does not find pheromone pointing towards the destination, in which
case it is broadcast again. The ant will then quickly proliferate and flood the network,
like reactive forward ants do. In order to avoid this, the number of broadcasts is limited
to nb (nb was set to 2). If the ant does not find routing information within nb hops, it is
deleted.

Compared to the route exploration done in the current version of AntHocNet, this
older mechanism has some important shortcomings. First of all, its exploration is
completely blind: the broadcasts are done randomly, without using any information
about whether it would be possible to find new good routes there. Second, it creates
a lot of overhead. Due to the nb possible broadcasts, each proactive forward ant can
multiply quickly, leading to a lot of extra control packets in the network. Therefore, nb

needs to be kept quite low. As a consequence, however, exploration is more limited,
and the number of exploratory moves cannot be more than nb. The proactive route
maintenance process adopted in the current version of AntHocNet is both more effective
and more efficient.
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4.4 Conclusion

In this section we have presented the AntHocNet routing algorithm for AHWMNs. Ant-
HocNet is a hybrid algorithm that combines a reactive route setup process with a proac-
tive route maintenance process. The reactive route setup is carried out at the start of a
communication session or whenever the source of a current session has no more rout-
ing information available for the destination. It creates a single route for the session.
The proactive route maintenance is run for the entire duration of the session. Its aim is
to keep information about existing routes up to date and to explore new routes. Under
impulse of this process, the initial single route created during reactive route setup is
extended to a full mesh, and improved to exploit new possibilities in the changing AH-
WMN environment. Other features of AntHocNet are the possibility to do probabilistic
data load spreading, and the use of a number of reactive components to deal with link
failure, such as the transmission of failure notification messages and the possibility to
execute local route repair.

Considered from a machine learning point of view, AntHocNet relies on two distinct
strategies for information gathering, namely Monte Carlo sampling and dynamic pro-
gramming. The Monte Carlo sampling approach is inherited from ACO routing, which
was the main source of inspiration for AntHocNet. It is applied extensively through-
out the different components of the algorithm. Collecting routing information through
the sampling of full paths leads in general to reliable routing information. Dynamic
programming is only used during proactive route maintenance. It is the basis of the
pheromone diffusion subprocess, which uses information bootstrapping to spread ear-
lier obtained routing information over the network. Using a dynamic programming
approach allows to gather routing information in an efficient way. However, it can
sometimes temporarily lead to erroneous information. Therefore, it is in AntHocNet
combined with full path sampling in order to improve reliability. The way ideas from
dynamic programming and Monte Carlo sampling are combined in AntHocNet is novel
in the area of machine learning.

The different mechanisms used in AntHocNet help the algorithm to deal with some
of the important challenges of AHWMN routing that were pointed out in chapter 2,
such as adaptivity, robustness and efficiency. Adaptivity is on the one hand provided
by the availability of reactive algorithms such as the reactive route setup and the dif-
ferent mechanisms to deal with link failures, which make sure that disruptive events
can always be dealt with. On the other hand, the use of proactive route maintenance
allows to adapt to change in the environment before they cause disruptions. Robust-
ness is in general provided through the use of full path sampling to establish routes
for data traffic. Efficiency is obtained by combining the path sampling with a dynamic
programming approach which allows to spread routing information in an efficient way.
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Chapter 5

An evaluation study of
AntHocNet

In this chapter, we present an evaluation study of the AntHocNet routing algorithm.
We show results of an extensive set of simulation tests, in which we compare AntHocNet
to a number of state-of-the-art AHWMN routing algorithms under a wide variety of
different scenarios. We also present results of tests in which we introduce variations to
the parameters and components of AntHocNet, in order to get a better understanding of
the internal working of the algorithm. Since AntHocNet was in the first place developed
for working in MANETs, we organized our simulation experiments according to common
practice in the area of MANET routing research. In particular, we use open space
scenarios in which nodes move according to typical MANET mobility patterns. This
allows us to compare to existing algorithms on a fair basis. Later, in chapter 6, we
present results of a different study, in which we use a WMN in an urban scenario.

The rest of this chapter is organized as follows. First, in section 5.1, we describe the
setup of the evaluation study. Next, in section 5.2, we present the tests in which we
compare AntHocNet to existing AHWMN routing algorithms. Finally, in section 5.3, we
present results of the experimental investigation of the internal working of AntHocNet.
The work presented in this chapter has been published in part in the earlier mentioned
papers [73,94,75,95,74], as well as in [96] and in project deliverable [77].

5.1 Setup of the evaluation study

In this section, we describe the organization of the evaluation study presented in this
chapter. First, we provide a general discussion regarding the use of simulation for the
evaluation of AHWMN routing algorithms. Then, we talk about the simulator software
we use. Next, we give specific details about the setup of the simulation studies we
carry out. Then, we give a brief overview of the routing algorithms we use for compari-
son. Finally, we discuss the measures we use to evaluate the results of the simulation
studies.

5.1.1 On the use of simulation

For the evaluation of network algorithms, one can can consider two different options:
an analytical study or an experimental one. For traditional telecommunication net-
works, analytical performance evaluation is a well studied topic [122]. Also for AH-
WMNs, there have been a number of interesting analytical studies, e.g. investigating

81



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

physical properties such as the maximum possible throughput of a MANET [120], or
the relationship between node density and connectivity [89] (see section 2.3 for descrip-
tions of both studies). For AHWMN routing algorithms, analytical studies have been
used for instance to compare load balancing properties of single path and multipath
routing [214, 109] (see subsection 2.4.3), or to study the scalability of routing algo-
rithms [231]. Such studies give interesting insights into some properties of algorithms,
but are necessarily limited in scope. This is because AHWMNs are very complex envi-
ronments. Mobility of network elements and interferences and loss of connectivity over
wireless links cause constant changes in the network. Moreover, algorithms at differ-
ent levels in the protocol stack are often quite complex (e.g. MAC protocols), precisely
to deal with the dynamically changing environment, and can have unexpected interac-
tions with each other. Analytical studies can therefore only be carried out under strict
assumptions (e.g., no mobility, or perfect MAC mechanisms), which can have a strong
impact on the obtained results.

Most of the research on AHWMNs therefore follows the second approach, in which
new algorithms are evaluated through experiments. The basic idea in experimental
research is to run the system under investigation and observe its behavior. When it is
difficult to obtain sufficient observations from the real system, a possible alternative is
to run the experiments in simulation. Generally speaking, simulation can be defined
as the process of designing a model of a real system and conducting experiments with
this model [237, 136]. Simulation is often used in computer network research, and
has been particulary popular in AHWMN research. This is because it is expensive
and technologically difficult to develop a real AHWMN testbed for research purposes,
and because in simulation it is easier to carry out large and repeatable sets of tests.
Nevertheless, in recent years, there has been a growing interest in real implementation
tests as a way to validate and complement the results obtained in simulation. More
about this will follow later in chapter 7.

An important issue when setting up experiments, be it in simulation or using a real
implementation, is to choose the scenarios to be used in the study. Designing a scenario
includes the definition of a number of variables, such as the size of the network, the
movement patterns of the nodes, the data traffic between the nodes, the network proto-
cols to be used, etc.. Each choice has an important impact on the network environment
and on the measured performances, and it is therefore important that the scenarios
are sufficiently representative for the applications that the network will eventually be
used for. This is a problem in AHWMN research, and especially in the field of MANETs.
Until recently, the community remained rather vague about possible applications for
this kind of networks, so that it was difficult to figure out what would be a realistic sce-
nario. Hence, MANET algorithms have mainly been evaluated in experimental setups
that make minimal assumptions about the environment and the use of the network:
they use very simple scenarios, in which nodes move according to random patterns in
a rectangular, open area and send data packets to each other at fixed rates. Only in the
last few years there has been an increasing interest in experiments that use scenar-
ios that are more complex and possibly more realistic. Especially urban scenarios are
popular, as recently a number of real WMNs have been set up in urban environments,
such as e.g. the public WMNs in San Francisco and Philadelphia. However, there are
still considerably less studies available that use these different scenarios compared to
those using simpler scenarios.

In the current chapter, our aim is to carry out a detailed evaluation study of Ant-
HocNet, comparing it to existing state-of-the-art routing algorithms for MANETs and
WMNs, and investigating its internal working. In order to obtain a better and more fair
comparison with existing work in the research area, we decided to stick here with the
common practice in the research community, and use simulation studies with simple
scenarios that are similar to those used by other researchers. Later, in chapter 6, we
will take a different approach and investigate the behavior of AntHocNet in a realis-
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tic urban scenario. Finally, in chapter 7, we go again a step further, and discuss the
implementation of AntHocNet and other ACO routing algorithms in a real testbed.

5.1.2 The QualNet network simulator

When simulating a computer network, one needs to create models of the protocols and
technologies that are used. Furthermore, in the case of AHWMNs, it is also necessary to
develop models of the movement of the network nodes and of relevant physical phenom-
ena, such as radio wave propagation and interference. Comparative tests have shown
that differences in the used models can lead to significant differences in observed re-
sults (see [54]). It is therefore important that all the models are detailed and accurate.
Such accurate models are provided in an integrated way in a number of different net-
work simulator software packages that are available to the research community. These
include ns-2 [262], OPNET [207], GloMoSim [263], SWAN [175] and QualNet [232].

For the work presented in this thesis, we used the QualNet simulator. This is a
commercial simulation tool developed by Scalable Network Technologies as the follow
up of the older GloMoSim simulator. QualNet offers a number of important advantages
when compared to other simulators. First of all, it includes a wide range of models to
support the simulation of both wired and wireless networks, and comes with an exten-
sive library that is specifically related to MANETs and WMNs. Second, it uses a clear,
modular organization, following the layered TCP/IP architecture. This makes it easy to
understand and to plug in new protocols. Third, being a commercial product, it comes
with good documentation and support. Fourth, it is equipped with several graphical
user interfaces, to support the design of new algorithms, the setup of simulation stud-
ies, etc.. Finally, QualNet has been specifically designed to simulate large AHWMNs,
something that has traditionally been a problem in other network simulators such as
ns-2.

5.1.3 Simulation scenarios

The aim of this chapter is to investigate the performance of AntHocNet in a range of
different scenarios. In order to do tests in a controlled way, we define a common base
scenario, from which all other scenarios are derived by varying relevant parameters
such as the node speed, the data send rate, the network size, etc.. This base scenario
was designed in line with the most commonly used scenarios in the research area, in
order to allow a fair comparison with other algorithms. Here, we describe the properties
of the base scenario. Later, in each of the experiments, we specify how the different
applied scenarios were derived from it.

We consider a network of 100 nodes that move in a rectangular area of 2400× 800m2.
It is an open area, in the sense that there are no obstacles that could limit node mobil-
ity or signal propagation. Node movements are defined according to the RWP mobility
model (see subsection 2.3.1 and [140]). Under this model, each node starts from a ran-
domly chosen initial position in the area, and independently chooses a random speed
between a given minimum and maximum speed, and a random destination. Then, it
moves at the chosen speed towards the chosen destination in a straight line. Upon
arrival, it remains static for a fixed pause time, after which it chooses a new speed and
destination. We use a minimum and maximum speed of respectively 0 and 10m/s, and
a pause time of 30s. Each experiment has a duration of 900s, and is repeated 20 times,
using different random instances of the same scenario. Data traffic is generated by
constant bit rate (CBR) sessions: 20 data sessions are run between randomly chosen
source and destination nodes. Sessions start between 0 and 180s after the beginning of
the simulation, and run till the end. Each session generates 4 packets of 64 bytes per
second.

83



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

For the simulation of radio propagation, we use the two-ray signal propagation
model, which is a common approach to model the propagation of wireless signals in
open space [167]. The two-ray model assumes that a signal reaches a receiver over two
different paths: one direct and one reflected over the ground. Compared to the signal
that travels along the direct path, the one that travels along the reflected path arrives
with a certain delay, which depends on the distance between the source of the signal
and the receiver. Depending on this delay and the relative phase, the reflected signal
can reinforce or disturb the direct signal. As a consequence, the two-ray model consid-
ers a different decay of the signal strength depending on the distance: it applies a decay
of order R2 (where R is the transmission distance) for short distance transmission and
of order R4 for long distance transmissions.

At the physical layer, we use the IEEE 802.11 protocol, with data transmission
rate of 2Mbit/s. The estimated radio range is 250m. At the MAC layer, we use the IEEE
802.11 DCF protocol, which was described in subsection 2.3.3. Finally, at the transport
layer, we use the UDP protocol, rather than TCP, as is common in AHWMN research.
There are several reasons not to use TCP. First of all, TCP is known to behave badly in
AHWMNs (see subsection 2.3.4). Second, TCP’s various mechanisms to control the flow
and to resend packets can influence the results in unforeseen ways so that it becomes
difficult to evaluate the performance of the routing algorithms. Finally, UDP is the
normal transport protocol to be used in combination with CBR applications.

5.1.4 Algorithms used for comparison

In the tests of section 5.2, we investigate how well AntHocNet performs in comparison
to existing AHWMN routing algorithms. To this end, we have chosen a selection of
algorithms that are representative for the wide class of available routing algorithms
in the research area. The selection includes AODV, OLSR and ANSI. Here, we briefly
discuss the choice for each one of them.

AODV [213] is a reactive routing algorithm. It is under investigation for standardiza-
tion by the IETF MANET group [6], and has gained considerable status as the de facto
standard routing algorithm for MANETs and WMNs. Most existing work in this research
area uses AODV as a benchmark for comparisons, and we have followed this common
practice. A short description of AODV can be found in subsection 2.4.2. Originally,
we also included the DSR [140] routing algorithm in our comparative study. This is a
different reactive algorithm that has also received a lot of attention in the community.
However, the results obtained with DSR were quite bad and were therefore not included
here.

OLSR [61] is a proactive routing algorithm. While proactive routing has often been
considered a less good approach in AHWMNs [42], OLSR has received considerable
attention since its publication in 2001. It is one of the most studied proactive algorithm,
and it is together with AODV one of the prime candidates for standardization by the
IETF MANET group. While it is less used than AODV as a benchmark in comparative
studies, we consider it important to use also a proactive algorithm in our evaluation of
AntHocNet, and therefore decided to include OLSR. A description of the OLSR algorithm
has been given earlier in subsection 2.4.2.

ANSI [220] is, like AntHocNet, an ACO routing algorithm for AHWMNs. Due to this
common source of inspiration, it has more similarities with AntHocNet than the previ-
ously mentioned algorithms. It uses full path sampling to gather routing information,
sets up multiple routes, and applies to some extent a hybrid approach, where initial
routes are set up reactively, and proactive sampling is used to keep this initial routing
information up-to-date. The full algorithm, however, is quite different from AntHoc-
Net. ANSI was chosen to make comparisons because we consider it important to also
include an ACO routing algorithm. A brief description of ANSI has been given in sub-
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section 3.2.6.

5.1.5 Evaluation measures

Here, we describe the measures that we use to evaluate the performance of the dif-
ferent routing algorithms in the experiments. We distinguish between measures of
effectiveness and measures of efficiency. The measures we apply are all derived from
recommendations made by the IETF MANET standardization group [62].

Measures of effectiveness are external measures of performance: they measure to
what extent the algorithm manages to execute the task it was designed for. We use three
different measures of effectiveness. The first one is the data delivery ratio. This is the
fraction of correctly delivered data packets versus sent packets. This is an important
measure in AHWMNs, as due to the constant changes in the topology it is difficult to
deliver all data packets. As a second measure of effectiveness, we consider the end-to-
end packet delay. This is the cumulative statistical measure of the delays experienced
by packets traveling between their source and destination. Finally, as a third measure,
we use the average delay jitter. This is the variation in the time interval between the
arrivals of subsequent packets. It is calculated as shown in equation 5.1, where ti is the
time of arrival of the ith packet, and n is the total number of packets received by a des-
tination during a communication session. Delay jitter is an important measure for QoS
applications, and also gives an indication of the algorithm’s ability to respond smoothly
to disruptive events in the network. In this sense, it is a measure of robustness and
adaptivity.

jitter =
n∑

i=2

|(ti − ti−1)− (ti−1 − ti−2)| (5.1)

Measures of efficiency are internal evaluation measures. They are concerned with
the generated overhead. We consider two different measures of efficiency. The first is
the overhead in number of packets. It is the total number of control packets transmitted
by the nodes of the network versus data packets delivered at their destination. The
second is the overhead in number of bytes. This is the total number of control bytes
transmitted versus data bytes delivered. While both of these are closely related, the
difference between the two measures is important in AHWMNs. As has been pointed
out earlier in subsection 2.3.3, the limitations in available bandwidth in AHWMNs are
for a large part due to MAC layer issues, rather than to intrinsic limitations in the
possible data transmission rate. MAC layer overhead is incurred with the transmission
of each packet, and the number of transmitted packets is therefore important when
it comes to measuring efficiency. On the other hand, sending more bytes leads to
longer channel occupancy, and also requires nodes to spend more energy. So also the
overhead in number of bytes has its importance.

5.2 Comparisons to other routing algorithms

In this section, we present the results of a range of tests in which we compare Ant-
HocNet to representative routing algorithms for MANETs and WMNs. For each of the
tests, we derive scenarios from the above described common base scenario. We vary
a different environmental property each time, in order to investigate its effect on the
performance of the algorithms independently. We do tests changing the node mobility,
the data traffic, the node density, and the network size. To change the node mobility,
we run separate tests varying the maximum speed in the RWP mobility model, vary-
ing the pause time of the RWP model and using a different mobility model, namely the
Gauss-Markov model (GM). To change the data traffic, we run tests varying the data
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send rate and the number of sessions. To change the node density, we vary the size of
the area in which the nodes of the network move. Finally, to change the network size,
we vary the number of nodes and the network area simultaneously.

5.2.1 Varying the maximum node speed for RWP mobility
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Figure 5.1: Results for AntHocNet, AODV, OLSR and ANSI using different values for the
maximum speed in the RWP mobility model: (a) delivery ratio, (b) average end-to-end
delay, (c) average delay jitter, (d) overhead in number of packets, and (e) overhead in
number of bytes.
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In this first set of experiments, we vary the maximum node speed in the RWP mobility
model, from 1m/s (3.6km/h, or the speed of a leisurely walk) up to 30m/s (108km/h, or the
speed of a car on a highway), using as intermediate values 2, 5, 10 and 20m/s. Varying
the maximum speed in the RWP mobility model affects the node mobility directly in
an obvious way: the higher the speed, the higher the mobility. Higher mobility leads
to more frequent changes in the network environment, and therefore to more difficult
scenarios. The results of the experiments are shown in figure 5.1, where we report (a)
the delivery ratio, (b) the average end-to-end delay, (c) the average delay jitter, (d) the
overhead ratio in number of packets, and (e) the overhead ratio in number of bytes.

The results for delivery ratio reflect the increasing level of difficulty of the scenarios:
for all algorithms the delivery ratio decreases with increasing node speeds. The best
results are obtained by AntHocNet, that even at the highest speeds is able to deliver
almost 90% of all packets. This shows that AntHocNet is able to adapt well to the
fast changes in the highly dynamic environment caused by high node mobility. AODV
and ANSI give less good results, and with ANSI, the performance gap grows as the
speed increases. The worst results are obtained by OLSR, that gives a delivery ratio
of less than 40% for the highest speed scenario. This confirms the earlier mentioned
observation that proactive routing algorithms have a hard time keeping up in highly
dynamic environments (see subsection 2.4.1).

The results for average delay show similar trends. Like for delivery ratio, AntHocNet
gives better results than AODV and ANSI. However, the gap in performance between
AntHocNet and AODV decreases slightly for the highest delays. For ANSI, on the other
hand, the performance gap increases, even stronger than when considering delivery
ratio. One striking difference with the delivery ratio results is that for delay, OLSR
gives good performances for the highest speed scenarios. For 20 and 30m/s, OLSR even
outperforms AODV and AntHocNet. These results need to be read with some caution
though. The good delay results are obtained in a situation where OLSR delivers only a
very low percentage of the packets, and have therefore little value.

The results for average delay jitter follow the same trend as those for delivery ratio,
with AntHocNet performing better than AODV, ANSI, and OLSR, in that order. The delay
jitter measures the variation in the time between arrivals of subsequent data packets.
It is an indicator of robustness and adaptivity, as low jitter shows that the algorithm is
able to limit the effect of disruptive events.

Finally, also in the results for the overhead measures, that reflect the efficiency of
the algorithms, we can observe similar trends. There is a difference, however, between
the overhead in number of packets and the overhead in number of bytes. When con-
sidering the number of packets, we obtain the same order as before, with AntHocNet
giving the best performance in terms of efficiency, followed by AODV, ANSI and OLSR.
When considering the number of bytes, the ACO algorithms AntHocNet and ANSI suffer
a bit more, with AntHocNet becoming slightly worse than AODV, and ANSI becoming a
lot worse than OLSR. This indicates that ANSI and AntHocNet use considerably larger
control packets than AODV and OLSR. One reason for this is that ants gather informa-
tion about the full path that they have followed. In the case of AntHocNet, an obvious
other cause of large control packets is the piggybacking of routing information on top of
hello messages. As mentioned before in subsection 5.1.5, both the overhead in terms of
number of packets and in terms of number of bytes have their importance in AHWMNs.
When we compare to the measures of effectiveness, however, the slightly worse results
in terms of overhead in number of bytes does not seem to affect the performance of
AntHocNet directly.
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Figure 5.2: Results for AntHocNet, AODV, OLSR and ANSI using different values for the
pause time in the RWP mobility model: (a) delivery ratio, (b) average end-to-end delay,
(c) average delay jitter, (d) overhead in number of packets, and (e) overhead in number
of bytes.

5.2.2 Varying the pause time for RWP mobility

Here, we vary the pause time of the RWP mobility model, from 0s up to 480s, with
as intermediate values 15, 30, 60, 120 and 240s. The results of the experiments are
shown in figure 5.2. Increasing the pause time has two different effects on the general
properties of the scenario that are relevant for routing. The first of these is a decrease
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in node mobility: since nodes stay still for longer periods, they are less mobile, and the
network becomes less dynamic. As a consequence, the scenario becomes less difficult.
The second effect is a bit less straightforward, and has to do with the distribution of
nodes over the network area when the RWP mobility model is used. It has been shown
that under RWP, there tends to be a higher node density in the center of the network
area than on the edges, especially when pause times are low [29]. To understand this,
consider the square network area of figure 5.3, where we follow a single node moving
according to RWP. The node starts from a randomly chosen start point (A). It chooses a
random destination point (B), moves to it in a straight line according to a random speed,
and then pauses for a while. After that, it repeats this same sequence of actions till the
end of the simulation (in the figure, the node moves subsequently to C, D, E and F).
The initial start point and all subsequent destination points are chosen according to a
uniform distribution, and can therefore be anywhere in the network area. However, the
straight line between any two random points has a higher probability of going through
the center than of visiting edge or corner areas. As a consequence, nodes that are
pausing in their destination points are uniformly spread over the network, while nodes
that are on the move are more clustered in the center, giving a higher node density there.
Concretely, this means that when pause times are increased, nodes are more spread
out, giving a lower effective node density to the network. Earlier, in subsection 2.3.1,
we have discussed how a lower node density makes a scenario more difficult to deal
with, as the lower connectivity provides less routing alternatives. Hence, increasing the
pause time can both decrease and increase the difficulty of the scenario for routing,
depending on whether the used routing algorithm is more sensitive to high mobility or
to low node density.

A

B

C

D

E

F

Figure 5.3: A node moving according to the RWP mobility model. The node starts in a
randomly chosen initial point (A). It chooses a random destination point (B) and moves
to it in a straight line. Then, it pauses for a fixed amount of time. After that, it repeats
this sequence of actions till the end of the simulation (leading to the points C, D, E, and
F).

When we consider the results for the delivery ratio, the ambiguity in the effect of
increasing the pause time can be noted in the difference in performance between the
algorithms. AntHocNet shows the best performance, and is rather insensitive to the
increase in pause time. ANSI is also quite insensitive, but its level of performance

89



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

(a) Number of route setups per session
Pause time (s) 0 15 30 60 120 240 480
AntHocNet 23.0 24.6 22.1 22.6 20.2 21.4 24.3
AODV 162.5 167.5 164.8 166.3 164.8 183.1 217.7

(b) Number of route retries per session
Pause time (s) 0 15 30 60 120 240 480
AntHocNet 15.2 16.5 15.0 14.9 13.5 15.0 17.2
AODV 108.1 114.9 111.5 112.7 107.4 127.2 152.4

(c) Number of route repairs per session
Pause time (s) 0 15 30 60 120 240 480
AntHocNet 24.2 25.9 23.8 24.0 22.2 22.1 21.4
AODV 16.1 17.9 17.5 18.7 21.0 25.1 31.8

Table 5.1: Different control packets used by AntHocNet and AODV in the experiments
with increasing RWP pause times. We report the number of route setups, route retries
and route repairs per session.

is lower than that of AntHocNet. AODV shows a decrease in delivery ratio for higher
pause times: from 88% for the lowest pause time down to 80% for the highest pause
time. This is an indication that it is more sensitive to the decrease in connectivity than
to the decrease in mobility. Finally, OLSR shows an opposite trend: its delivery ratio
increases from 60% for the lowest pause time to almost 65% for the highest pause time.

For delay, the results are similar but slightly different. AntHocNet continues to
show good results that are rather insensitive to the variance in pause time, AODV
and OLSR show a slight drop in performance, and ANSI a strong one. For the other
measures, jitter, overhead in terms of control packets and overhead in terms of bytes,
we see the same trends as for delivery ratio: AntHocNet and ANSI show stable results,
AODV displays a rather strongly deteriorating performance, and OLSR shows a slight
improvement in performance.

We investigate in a bit more detail the difference between AntHocNet and AODV.
Here we refer to table 5.1, which reports on different types of control packets used by
AntHocNet and AODV. In particular, the table gives the number of route setups, route
retries (a new attempt at setting up a route, when an initial attempt has failed before)
and route repairs used per session. Of these, the route setups and route retries involve
the flooding of a RREQ (in the case of AODV) or a reactive forward ant (in the case of
AntHocNet) over the network, and are therefore quite heavy. Route repairs involve a
limited flooding and are less heavy. It is striking to see how AODV uses about 8 times
as many route setups and route retries than AntHocNet. This is an indication that
AntHocNet’s strategy of constructing multiple paths proactively pays off. This is how
AntHocNet manages to keep the overhead in number of packets low compared to AODV.
When we consider the scenarios with high pause time, we see a large increase in the
number of control packets needed by AODV, while AntHocNet remains quite stable.

5.2.3 Varying the speed for GM mobility

Here, we present results for tests using the GM mobility model. This is different from
all other presented results, where we use the RWP mobility model. The reason for using
a different model is that, while RWP is by far the most used model for the generation of
node movement patterns in the literature, it has also received some criticism. This crit-
icism concerns a number of different points. A first one is that RWP does not generate
uniform node distributions [29]. This has been discussed in detail before in subsec-
tion 5.2.2. A second point of criticism is that the average node speed under RWP can
be non-stationary and decreasing [287]. This is due to the fact that nodes are usually
allowed to choose a random speed between 0 and a given maximum. Nodes that choose
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Figure 5.4: Results for AntHocNet, AODV, OLSR and ANSI using different values for the
maximum speed using the GM mobility model: (a) delivery ratio, (b) average end-to-end
delay, (c) average delay jitter, (d) overhead in number of packets, and (e) overhead in
number of bytes.

a speed that is very close to 0 may be traveling towards their next destination for a
time that is longer than the duration of the simulation, and never choose a new random
speed: they are stuck in the low speed and bring down the average speed of the nodes
in the network. A third point of criticism for RWP is that it does not represent human
mobility very well. In particular, it leads to abrupt, uncorrelated movements after each
new routing decision.
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Average link duration (s)
Maximums speed (m/s) 1 2 5 10 20 30
RWP 380 269 155 111 60 45
GM 345 207 102 55 29 20

Table 5.2: The average link duration for RWP and GM mobility over a 900 second
scenario using increasing maximum speeds.

The GM mobility model was originally proposed to model node movement in in-
frastructure based wireless networks [172], but has also been applied in AHWMN re-
search [46]. A number of different implementations of the model have been described in
the literature. Here, we use the one provided in the BonnMotion mobility pattern gen-
eration tool [68]. Each node starts from a randomly chosen initial point in the network
area, and moves according to a randomly chosen speed and direction. At fixed time in-
tervals, the speed and direction of all of the nodes in the network are changed. For each
node, a new speed value is chosen from a gaussian distribution in which the mean is
the node’s previous speed value, and the standard deviation is a fixed parameter value.
A new direction value is chosen in the same way. Speed values are limited to a certain
minimum and maximum value: a value that is chosen outside this allowed range is
replaced by the closest value that falls inside the range. When a node moves outside
of the network area, its next direction is adapted to be one that brings it back into the
area. The GM mobility model offers some solutions to the earlier mentioned problems
of RWP mobility: it produces movements that are more smooth than the sudden turns
that appear under RWP, and it does not give rise to non-stationary node speeds. Saying
something about the node density under GM mobility is difficult, as this has not been
investigated in as much detail as for RWP.

In our simulation tests, we have used GM mobility with an update frequency of 2.5s,
a standard deviation for speed of 0.5, and a standard deviation for direction of 0.4. The
minimum speed is 0m/s and we vary the maximum speed using the same values as
in the speed value experiments with RWP of subsection 5.2.1: from 1m/s up to 30m/s,
with as intermediate values 2, 5, 10 and 20m/s. One important difference between GM
and RWP mobility is that under GM no pause time is used. This makes GM scenarios
in general more mobile. This difference in mobility is illustrated in table 5.2, where we
show the average link duration in a 900s scenario under both mobility models for the
different maximum speed values that we use. The average link duration is the time that
elapses on average between the moment a link appears and the moment it disappears
again, and has been shown to be a good indicator of the mobility of an AHWMN [229].
The values in the table show that the GM scenarios are consistently more dynamic and
therefore more difficult than the RWP scenarios.

The results of our experiments using GM mobility are shown in figure 5.4. As can be
expected, they follow more or less the same trends as those of the speed experiments us-
ing RWP mobility: in general, AntHocNet has the best performance, followed by AODV,
ANSI and OLSR, and all algorithms show a decreasing performance as the maximum
speed increases. The fact that node mobility is higher under GM compared to RWP
is clearly visible: for all measures and all algorithms, the results are worse under GM
than under RWP. This is especially true for the highest speed values, where, according
to table 5.2, the relative difference in link duration between RWP and GM is largest.
We can also see that in terms of delivery ratio, the difference in performance between
AntHocNet and AODV first increases with increasing node speed, and then decreases
again. The initial increase confirms what we observed earlier in the tests with RWP,
namely that AntHocNet is better able to deal with the growing number of changes in the
network. The eventual decrease in the difference between AntHocNet and AODV shows
that there is a limit to the adaptivity of AntHocNet. At the highest levels of mobility, the
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proactive mechanisms of AntHocNet get more difficulties keeping up with the changes
in the network, and are less able to make a difference. As a consequence, we can also
see a decreasing advantage of AntHocNet in terms of jitter and an increasing advantage
of AODV in terms of overhead in number of bytes. So, for very high levels of mobility,
AntHocNet keeps performing well, but looses a bit of its advantage over competing al-
gorithms. Finally, we note that the advantage of OLSR in terms of delay for the highest
speed values is even stronger here than in the RWP experiments. Again, however, this
good delay is only obtained when less than 50% of all packets are delivered and has
therefore little relevance.

5.2.4 Varying the data send rate

With the experiments described here and in the next subsection, we investigate the
effect of the data load on the performance of the different routing algorithms. In the
base scenario, 20 data sessions each sending 4 packets per second are run between
randomly chosen start and destination nodes. Here, we investigate the effect of varying
the data send rate, while in the next subsection, we investigates what happens when
the number of sessions is changed. We do tests sending 1, 4, 8, 10 and 12.5 packets
per second, or 1 packet every 1, 0.25, 0.125, 0.1 and 0.08 seconds. Increasing the
data rate has as an effect that the network load gets higher, so that congestion and
interference become more likely. The results for the tests with varying data rates are
presented in figure 5.5.

In terms of delivery ratio, the effect of the increasing congestion is obvious: all algo-
rithms have a monotonously decreasing performance. AntHocNet performs better than
the competing algorithms, but also suffers starting from 8 packets per second, where
the delivery ratio is down to 66%. It is remarkable to see how AODV’s performance
drops very suddenly: from 88% at 4 packets per second down to just 40% at 8 packets
per second. To understand this behavior, it is important to realize that an AHWMN
is a highly non-linear system where the interaction between different mechanisms can
have dramatic consequences. In the current experiments, the increase of the data load
augments the congestion, which leads to packet loss. AODV interprets this packet loss
as an indication of a link failure, and reacts to it with a route repair or a new route
setup. This reaction in turn strongly increases the load in the network (the flooding
of a RREQ creates a large amount of extra overhead) and makes the situation worse.
Hybrid algorithms such as AntHocNet and ANSI suffer much less from such problems
because they do not rely purely on reactive mechanisms to deal with events; e.g. Ant-
HocNet’s proactive route maintenance process makes multiple routes available, which
can serve as backup and help to avoid the need to execute a route setup process (see
also the earlier presented table 5.1, where we show the difference in number of route
setup processes used by AntHocNet and AODV). Finally, proactive algorithms such as
OLSR are even less sensitive to this kind of interactions, as they normally do not react
to events.

For the delay measure, we can see the same trends as for the delivery ratio: all four
algorithms have decreasing performance (increasing delay). AntHocNet has the best
performance for the lowest data rates, but is outperformed by ANSI starting from 8
packets per second. For those data rates, however, the delivery ratios for both algo-
rithms are quite low. Compared to the delivery ratio results, AODV shows less prob-
lematic behavior here, in the sense that for the few packets that it manages to deliver,
it gets a reasonably low delay. OLSR, on the other hand, suffers strongly from the
increase in data load.

In terms of jitter, we see a slightly different picture. Between 1 and 4 packets per
second, all four algorithms improve to some extent their performance. This is because
at 1 packet per second, the network changes a lot between every pair of subsequent
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Figure 5.5: Results for AntHocNet, AODV, OLSR and ANSI using different values for the
data send rate: (a) delivery ratio, (b) average end-to-end delay, (c) average delay jitter,
(d) overhead in number of packets, and (e) overhead in number of bytes.

data packets, so that there are wide variations in delay, leading to higher jitter. At 4
packets per second, subsequent data packets have more probability of being able to
follow the same path and encountering the same network conditions. They experience
more similar delays, so that the performance becomes more stable and a better jitter
can be obtained. Once above 4 packets per second, the effect of the higher congestion
can be felt, and all four algorithms experience a drop in performance. Of all algorithms,
AntHocNet is best able to provide a low jitter.
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For the remaining two measures, overhead in number of packets and overhead in
number of bytes, the results bear resemblance to those for jitter. Also here, the fact that
at high data rates subsequent packets are sent closer after each other has a positive
effect on the performance. This is because the information gathered by the routing
algorithms can get used for more packets before it gets out of date, so that the routing
algorithm can work in a more efficient way. This effect is especially visible for the OLSR
algorithm, that has a monotonously improving performance. This is because OLSR
works in a proactive way and does not react to changes in the data rate: the amount of
control packets or bytes it generates is quite stable, and increasing the data rate just
means that more data packets are available to be delivered, so that the denominator of
the overhead measures increases. Also the other algorithms profit to some extent from
the possibility to work more efficiently when data packets are sent at a higher rate:
AODV, ANSI and AntHocNet all have a decreasing amount of overhead for the lowest
data rates. However, for the higher data rates, the effect of the increased congestion
becomes stronger. Especially AODV suffers a lot: while it has the lowest overhead
both in terms of packets and bytes for the lowest data rate, it increases rapidly and
is outperformed by all other algorithms for higher data rates. The reason for this has
been explained before, when we commented on the results for delivery ratio: AODV’s
purely reactive nature makes it extra sensitive to the arrival of disruptive events. For
the highest data rates, AntHocNet has the lowest overhead.

5.2.5 Varying the number of data sessions

Here, we present results of tests with a varying number of data sessions: we use from
10 up to 100 sessions, with an increment of 10 each time. Each data session sends
4 packets per second, and source and destination nodes are chosen randomly. When
increasing the number of sessions, we increment the total data load in the network, just
like we did when increasing the data send rate in the experiments of subsection 5.2.4.
In particular, in terms of number of generated data packets, the scenarios with 40
sessions presented here are equivalent to those with 8 packets per second in the ex-
periments of subsection 5.2.4, and the scenarios with 50 sessions to those with 10
packets per second (other approximate points of comparison between both sets of ex-
periments are at 10 sessions, which corresponds to sending 2 packets per second, and
at 60 sessions, which corresponds to sending 12 packets per second). Nevertheless,
increasing the data load by augmenting the number of sessions can have a different
effect than increasing it by sending at a higher rate. This is because the increased data
load is spread over multiple sessions. When extra actions need to be performed on a
per-session basis, as is the case for reactive routing algorithms, increasing the number
of sessions can be more challenging. The results of the experiments with the number
of sessions are shown in figure 5.8.

When considering the delivery ratio, we see a picture that is very similar to that
for the data rate experiments: all four algorithms have a decreasing performance for
increasing data load, AntHocNet shows the best results, and AODV has a more sudden
drop in performance than the other algorithms. When comparing results directly, we
can see that for AODV they are even lower here than in the data rate experiments (at
40 sessions, AODV delivers only 5% of all packets, compared to 25% when sending 8
packets per second in the data rate experiments). Apparently the higher number of
route setups needed due to the presence of more sessions makes the algorithm even
more sensitive to the increase in data load and congestion. Also ANSI suffers a bit
more than in the data rate experiments: its delivery ratio even drops below that of
OLSR when 40 or more data sessions are used. For AntHocNet, the difference with the
data rate experiments is much smaller. Apparently its lower need for route setups (see
table 5.1) protects its performances sufficiently. Finally, for OLSR there is practically
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Figure 5.6: Results for AntHocNet, AODV, OLSR and ANSI using different values for
the number of data sessions: (a) delivery ratio, (b) average end-to-end delay, (c) average
delay jitter, (d) overhead in number of packets, and (e) overhead in number of bytes.

no difference with the data rate experiments. This is because the algorithm works in
a purely proactive way, so that increasing the number of sessions does not provoke
higher overhead than increasing the data rate.

In terms of delay, we can notice the same trends as for the delivery ratio. Also here,
all four algorithms show decreasing performance, and AntHocNet has the best results.
Moreover, like for the delivery ratio, the results for OLSR and AntHocNet are very similar
to those obtained in the experiments with increasing data rates. For AODV and ANSI
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on the other hand, the performance is worse than in the data rate experiments, with
a larger difference for the purely reactive AODV algorithm and a smaller difference for
the hybrid ANSI algorithm.

In terms of jitter, all four algorithms have decreasing performance, with AntHoc-
Net showing the best results. The overall trends are considerably different from those
obtained in the tests with increasing data rates, where all algorithms first showed an
improvement in performance, and then a slow deterioration. In section 5.2.4, we ex-
plained that the performance improvement was due to the fact that at higher data rates,
subsequent packets come closer after each other and therefore experience more sim-
ilar conditions, leading to lower variations in interarrival times. When increasing the
number of sessions, this positive effect is not present.

Considering the last two measures, the overhead in number of packets and in num-
ber of bytes, we can see that the performance of OLSR improves with the number
of sessions, while that of AntHocNet and ANSI is relatively stable and that of AODV
shows a dramatic deterioration. Overall, AntHocNet shows the best performance. The
improvement in overhead results of OLSR is again due to the fact that it is a proac-
tive algorithm and therefore does not use extra control packets when more sessions
are started; therefore, more data packets are delivered correctly while using the same
number of control packets. Different from the data rate experiments, the other three
algorithms do not show an improvement in overhead at the low end of the range of the
data load. In the data rate experiments, such an improvement was possible because the
higher send frequency of data packets allowed to use reactively obtained routing infor-
mation for more data packets, thus improving efficiency. When increasing the number
of sessions, this effect does not exist.

5.2.6 Varying the network area size

In this subsection, we present results of tests in which we vary the size of the area in
which the nodes move. The sizes we use are 1200 × 400m2, 1500 × 500m2, 1800 × 600m2,
2100×700m2, 2400×800m2, 2700×900m2, 3000×1000m2, 3300×1100m2, and 3600×1200m2.
Increasing the size of the network area increases the average path length between nodes
and decreases the node density. Both make the scenario more difficult. The importance
of the node density in AHWMNs has been discussed before in subsection 2.3.1. Sparser
networks form a more difficult environment because they are less well connected. In
the best case, this means that there are few routing alternatives between the source
and destination nodes of a session so that link failures are difficult to repair. In the
worst case, there is just no connectivity, and data packets cannot be sent. The results
for the network area tests are shown in figure 5.7.

When considering delivery ratio, we can see that for the scenarios with smallest net-
work area, AntHocNet and AODV perform equally well, while the result is slightly worse
for ANSI and a lot worse for OLSR. The similarity in performance between AntHocNet
and AODV is to be expected. In a dense scenario on a small surface area, paths are
short and many alternatives are available, and it is therefore relatively easy to rebuild
routes after a link failure. As a result, the proactive route maintenance and the re-
active route repair processes of AntHocNet, which are aimed at improving routes and
avoiding the need for new route setups, create extra overhead without adding much
value. Moreover, the large hello messages sent out by all nodes in AntHocNet can cause
more interference than in sparse scenarios, since each node has many neighbors. For
increasing area sizes, the scenarios become more sparse, and all algorithms show de-
creasing performance. AntHocNet is better able to deal with the difficulties of sparse
scenarios than the other three algorithms, because here its different mechanisms do
pay off. Especially with AODV there is a growing difference in performance.

When considering delay, the image is similar. Now, for the smallest network areas,
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Figure 5.7: Results for AntHocNet, AODV, OLSR and ANSI using different sizes for the
network area surface. The length of the long edge in meters is given on the x-axis, while
the length of the short edge is always one third of this. We report (a) delivery ratio, (b)
average end-to-end delay, (c) average delay jitter, (d) overhead in number of packets,
and (e) overhead in number of bytes.

AODV performs slightly better than AntHocNet. But again, as the area increases in size,
AntHocNet becomes the better algorithm. For OLSR, the results are a bit ambiguous,
with first an increase of the delay and then a decrease. This behavior is similar to that
shown in the speed experiments of subsections 5.2.1 and 5.2.3. Also there the delay
gets low for OLSR in the most difficult scenarios, when the delivery ratio is already very
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low. For ANSI the delay results are quite bad and rather unstable.

Also for jitter, the results are similar to those for delivery ratio. For the smallest area
size, AODV has similar or even better performance than AntHocNet. Then, as the size
increases, AODV’s jitter deteriorates faster, and AntHocNet becomes better. OLSR and
ANSI both perform worse than AntHocNet, with OLSR giving the worst performance.

Finally, also for the overhead measures we see the same kind of patterns. Here, the
advantage of AODV in the scenarios with smallest area is more pronounced. This con-
firms what we mentioned earlier, that in the scenarios with high density and short paths
AntHocNet’s mechanisms produce extra overhead without improving performance. AODV’s
purely reactive approach is then better. However, for the scenarios with larger areas,
the overhead in number of bytes is comparable for AODV and AntHocNet, while the
overhead in number of packets of AntHocNet is much lower than that of AODV. ANSI
and OLSR have worse results for both overhead measures.

5.2.7 Varying the number of nodes

In this subsection we investigate the scalability of our routing algorithm. We present
the results of a set of tests with increasing network sizes: we increment the number
of nodes from 100 up to 800 nodes in steps of 100. We increment the network area
size proportionally, from 2400 × 800m2 for the 100 node network up to 6800 × 2250m2

for the 800 node network (with as intermediate steps 3400 × 1130m2, 4150 × 1390m2,
4800× 1600m2, 5370× 1790m2, 5800× 2000m2 and 6350× 2100m2), in order to keep the node
density constant. The results of the experiments are shown in figure 5.8.

When we consider the results for delivery ratio, we can see that AntHocNet is able
to deliver more packets correctly than the other three algorithms over the wide range of
different network sizes. Moreover, the difference in performance grows with increasing
network sizes. For the highest network sizes, AntHocNet still delivers more than 70%
of all data. AODV and ANSI, on the other hand, fall below 50%. For OLSR, we did
not run tests for more than 500 nodes, as the results were too low (and simulation
times became very large). These results show that AntHocNet scales well. Its various
mechanisms for proactive route maintenance and reactive route repair allow it to deal
better with the longer paths in large networks, and help it avoid the need for new route
setups. The latter is very important as a route setup involves the flooding of a reactive
forward ant to all nodes in the network. The bad results of OLSR confirm that proactive
routing is more difficult when the number of nodes gets higher, as it gets impossible to
keep correct routing information for all possible destinations in all nodes.

When considering delay and jitter, the results are slightly different, but similar. For
delay, AntHocNet shows the best results. However, ANSI is now not much worse. For
jitter, ANSI is slightly better than AntHocNet for the largest networks. For both mea-
sures, AODV lags more behind, and the difference grows with increasing networks
sizes. OLSR, finally, performs really badly. Its delay goes down slightly for the largest
networks, where it is only delivering the easiest data packets (a similar effect was also
visible in the speed experiments of subsections 5.2.1 and 5.2.3 and the density experi-
ments of subsection 5.2.6).

In terms of both overhead measures, finally, we again see similar results. AntHocNet
and ANSI have the best performance, with a small difference when considering number
of packets, and a larger one in the advantage of AntHocNet when considering number of
bytes. AODV has worse performance, and the difference grows with increasing network
sizes, indicating that it is less scalable than the two ACO routing algorithms. Finally,
the proactive OLSR algorithm turns out to be highly inefficient for large network sizes.

99



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 100  200  300  400  500  600  700  800

F
ra

ct
io

n 
of

 d
el

iv
er

ed
 d

at
a 

pa
ck

et
s

Number of nodes

AntHocNet
ANSI

AODV
OLSR

 0

 1

 2

 3

 4

 5

 6

 7

 100  200  300  400  500  600  700  800

A
ve

ra
ge

 e
nd

-t
o-

en
d 

pa
ck

et
 d

el
ay

 (
se

c)

Number of nodes

AntHocNet
ANSI

AODV
OLSR

(a) (b)

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 100  200  300  400  500  600  700  800

A
ve

ra
ge

 d
el

ay
 ji

tte
r 

(s
ec

)

Number of nodes

AntHocNet
ANSI

AODV
OLSR

 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 1800

 100  200  300  400  500  600  700  800

O
ve

rh
ea

d 
in

 n
um

be
r 

of
 p

ac
ke

ts

Number of nodes

AntHocNet
ANSI

AODV
OLSR

(c) (d)

 0

 100

 200

 300

 400

 500

 600

 700

 100  200  300  400  500  600  700  800

O
ve

rh
ea

d 
in

 n
um

be
r 

of
 b

yt
es

Number of nodes

AntHocNet
ANSI

AODV
OLSR

(e)

Figure 5.8: Results for AntHocNet, AODV, OLSR and ANSI using different network sizes.
The number of nodes in the network is indicated on the x-axis. The network area size
is incremented proportionally so that the node density remains the same as in the base
scenario. We report (a) delivery ratio, (b) average end-to-end delay, (c) average delay
jitter, (d) overhead in number of packets, and (e) overhead in number of bytes.

5.2.8 Summary

In the results presented in this section, we have compared AntHocNet to a number
of representative routing algorithms. We have varied many different environmental
parameters, in order to investigate how each of these affects the performance of the
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algorithms in absolute and relative terms. In general, we could observe that AntHocNet
shows very good behavior over the wide range of scenarios, and often outperforms the
other three algorithms.

When considering the mobility experiments, we can see that AntHocNet can deal
better than the other algorithms with increasing mobility. It is better able to deal with
the network changes induced by mobility. In the RWP tests with increasing maximum
node speed, we can see that as the network gets more dynamic, AntHocNet’s advantage
over the other routing algorithms grows. In the pause time tests, results are rather am-
biguous, due to the various conflicting trends that are caused by changes in the pause
time. In the test with increasing speed under GM mobility, we can see similar trends as
under RWP mobility, but we can also see that there is a limit to AntHocNet’s adaptivity:
for the highest speed values AntHocNet’s advantage over AODV becomes smaller. This
is because mobility under GM gets higher than under RWP, and under the extreme
mobility of these scenarios, it becomes hard for AntHocNet’s proactive mechanisms to
keep up and make a difference.

When considering the data load experiments, we can see that none of the considered
algorithms are really able to deal with high data send rates or high numbers of sessions.
The AHWMN capacity is just too limited. Nevertheless, we can see that AntHocNet keeps
better up with the increasingly challenging environment. Only for the delay results
in the data rate experiments, it is slightly worse than ANSI. So we can say that the
performance of AntHocNet scales well with increasing data load. On the other hand,
the purely reactive approach of AODV turns out to be quite sensitive to changes in the
data load, since it creates too much overhead in reaction to disruptive events.

When considering the experiments with varying node density, we can observe that
all algorithms suffer from the longer path lengths and lower connectivity as scenarios
get sparser. However, AntHocNet deals better with these challenges, and especially
compared to AODV there is a growing gap in performance as node density decreases.
On the downside, we can observe that AntHocNet has more difficulties in the densest
scenarios. Its proactive route maintenance and reactive route repair mechanisms are
rather useless there, as in those scenarios reactively rebuilding a route like AODV does
can be more efficient than continuously trying to extend, improve and repair routes.
This is most visible in the overhead results, where AODV clearly outperforms AntHocNet
when the network is small and dense.

Finally, when we consider the experiments with increasing network sizes, we see
similar patterns. Again, all algorithms suffer from the increasing scale, and especially
OLSR turns out to be unable to cope with large AHWMNs. In terms of delivery ratio,
we see again the same trend as before, with an increasing performance gap between
AntHocNet on the one hand and AODV and ANSI on the other hand, showing that
AntHocNet is better able to deal with the difficulties that arise in larger networks. In
terms of the other performance measures, the same growing performance gap between
AntHocNet and AODV remains visible, but ANSI’s performance is more similar to that
of AntHocNet. In general, the results of the tests with increasing network sizes show
that AntHocNet is able to maintain its good performance as the network size increases,
thereby showing its good scalability.

5.3 Analysis of AntHocNet’s internal working

In this section, we present a number of tests in which we try to get a better understand-
ing of the working of AntHocNet. To this aim, we make variations in the parameters and
components used by the algorithm and observe the effect of these changes. In particu-
lar, we do tests switching off the proactive components and the local repair mechanism,
using different routing metrics, varying the send frequency of proactive forward ants,
varying the number of entries in the pheromone diffusion messages, varying the routing
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exponent of proactive forward ants, and varying the routing exponent of data packets.
All tests are again carried out in the earlier described base scenario and adaptations of
it. We use adaptations that are relevant for the analysis at hand. We use as evaluation
measures the delivery ratio, end-to-end-delay, delay jitter and overhead in number of
packets. For some of the experiments, we also include the number of hops taken by
successfully delivered data packets. This is a measure of efficiency, as it indicates how
many transmissions were needed to bring each of the data packets to its destination.
The overhead in number of bytes was not included here, due to general similarity with
the results for the other overhead measure.

5.3.1 Switching off proactive actions and local repair
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Figure 5.9: Results for AntHocNet, AntHocNet without proactive route maintenance
process (“AntHocNetnp”), AntHocNet without local route repair (“AntHocNetnr”) and Ant-
HocNet with neither proactive route maintenance nor route repair (“AntHocNetnpnr”).
The tests are carried out in scenarios with increasing number of nodes, as in subsec-
tion 5.2.7. We report (a) delivery ratio, (b) average end-to-end delay, (c) average delay
jitter, and (d) overhead in number of packets.

In the experiments presented in this subsection, we try to figure out what the indi-
vidual effect is of different components of AntHocNet. In particular, we investigate the
relevance of the proactive route maintenance process and the route repair process, as
these are two components that we found to be defining for the algorithm’s behavior. We
compare the performance of the full AntHocNet algorithm with the performance of the
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algorithm without proactive route maintenance (which we refer to as AntHocNetnp), the
algorithm without local route repair (which we refer to as AntHocNetnr), and the algo-
rithm with neither proactive route maintenance nor local route repair (which we refer
to as AntHocNetnpnr). The tests scenarios that we use are the ones of subsection 5.2.7,
where we increase the number of nodes and the network area simultaneously. The
maximum number of nodes here is 500. The results are presented in figure 5.9.

When we first consider the smallest network size (100 nodes), we can see that
AntHocNetnr performs equally well as, or even better than, the full AntHocNet algo-
rithm. This shows that the local repair component adds little or no value at this scale.
On the other hand, the proactive route maintenance process does add a lot of value:
AntHocNetnp performs considerably worse than the full AntHocNet algorithm for all
evaluation measures. It is also interesting to see that proactive route maintenance and
local repair can substitute each other up to a certain extent. This can be concluded
from the fact that AntHocNetnpnr performs considerably worse than AntHocNetnp, while
AntHocNetnr does not perform worse than the full AntHocNet algorithm: it seems that
the local repair mechanism has more value in AntHocNetnp, where there is no proactive
route maintenance, than in the full AntHocNet algorithm.

When we consider larger network sizes, we can see that the performance gap be-
tween the full AntHocNet algorithm and AntHocNetnp grows steadily for all evaluation
measures, indicating the continued importance of the proactive route maintenance
component. On the other hand, the gap between AntHocNet and AntHocNetnr grows
fast, indicating that in large network sizes, the local repair mechanism does become an
important mechanism in order to maintain good performance.
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Figure 5.10: The average number of hops for different versions of AntHocNet in scenar-
ios with increasing number of nodes.

Finally, we also present results for the average number of hops taken by success-
fully delivered data packets. The number of hops is an indication of how efficiently
algorithms manage to bring data packets to their destination. The results are shown
in figure 5.10. It is striking to see that the relative performances for this measure of
efficiency go directly against the performances for all other measures. The full AntHoc-
Net algorithm, which has the best results for delivery ratio, delay, jitter and overhead,
uses the longest paths to deliver its data. On the other hand, AntHocNetnpnr, which
has the worst results for the other measures, uses the shortest paths. An explanation
for the shorter path lengths used by AntHocNetnpnr is that due to the lack of proactive
maintenance or repair, routes have to be rebuild from scratch after each link failure.
When building a new route, a reactive forward ant is flooded over the network, and
the first copy of it to reach the destination is sent back to the source. This approach
assures that a new short route is set up each time. On the other hand, when routes are
repaired, or replaced by backup routes, there is no possibility to restart from scratch,
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so that longer routes are often used. Nevertheless, it is clear from the results that using
shorter paths does not necessarily lead to good results. This has also been described
earlier in subsection 2.4.3, and we come back to this issue in the next subsection, when
we discuss the use of different metrics.

5.3.2 Using different routing metrics
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Figure 5.11: Results for AntHocNet using different routing metrics: signal-to-
interference-and-noise ratio (“SINR”), number of hops (“Hops”), delay (“Delay”), and the
combination of hops and delay (“Delay+Hops”). The tests are carried out in scenarios
with increasing number of nodes, as in subsection 5.2.7. We report (a) delivery ratio,
(b) average end-to-end delay, (c) average delay jitter, and (d) overhead in number of
packets.

In this subsection, we present results of tests in which we use different routing met-
rics. The routing metric is the criterium used by the algorithm to compare and choose
routes. The different metrics we use here have been described in subsection 4.2.6. They
are the number of hops, the end-to-end delay, the combination of hops and delay, and
a metric based on the signal-to-interference-and-noise ratio (SINR), which penalizes the
use of low quality links. The tests presented here were carried out in networks of in-
creasing sizes, with a maximum of 500 nodes, as before. The results are presented in
figure 5.11.

From the presented graphs, we can see that using the metric based on SINR gives
by far the best results for all considered evaluation measures. So, it is clearly advanta-
geous to be able to detect bad links and avoid them. The delay metric and the metric
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that combines delay and number of hops give worse results. The worst results, finally,
are obtained when using the number of hops metric. This is despite the fact that this
metric leads to the discovery and use of shortest paths, as is indicated in figure 5.12,
where we plot the average number of hops used for each successfully delivered data
packet. Choosing the shortest paths is a common practice in the AHWMN literature.
The reason why this is not a good idea was pointed out in [67]: paths with a low number
of hops usually consist of long hops, which can be of low quality and break easily as a
consequence of node movement, and tend to go through the center of the AHWMN area,
where congestion and wireless channel contention is higher.
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Figure 5.12: The average number of hops for AntHocNet using different routing metrics
in scenarios with increasing number of nodes.

5.3.3 Varying the proactive ant send interval

Here, we present results of tests in which we vary the proactive ant send interval. This
is the time between the launching of successive proactive ants in the proactive route
maintenance process. It defines how often the algorithm looks for path improvements,
and therefore how quickly it can adapt to new routing opportunities. We did tests with
send intervals of 0.5, 1, 2, 5, 10, 20, and 50s. We use two groups of scenarios. In the
first group, we use variations of the base scenario with increasing mobility: we apply
RWP with maximum node speeds of 2, 5, 10 and 20m/s. We use these scenarios in
order to investigate the interaction between the rate of change of the scenario and the
adaptivity rate of the algorithm. In the second group, we use variations of the base
scenario with increasing data send rate: we have data sessions sending at 1, 4 and 8
packets per second. We use these scenarios in order to investigate how the send rate
of ants interacts with the send rate of data. The results of the experiments varying the
node speed are given in figure 5.13, and those varying the data send rate in figure 5.14.

When considering both figures 5.13 and 5.14, we can observe a constant pattern for
all different scenarios and evaluation measures. First, at very low ant send intervals,
the algorithm shows bad performance. This is because too many ants get injected
into the network, so that they cause congestion. Then, there is an optimum value at
around 1 to 2s. After that, the performance decays because the algorithm is not sending
enough ants to keep up with the changes in the network. When we focus specifically
on the results using varying levels of mobility, we can see that the above pattern is
less clearly visible for the low speed scenarios than for the high speed ones. This is
because when the network changes slowly, it is less crucial to adapt quickly. When
we zoom in on the results with varying data load, we can see that the pattern is best
visible at the intermediate send rate of 4 data packets per second. When sending less
data, paths often need to be rebuilt for each data packet (see also subsection 5.2.4), so
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Figure 5.13: Results for AntHocNet using different send intervals for the proactive ants.
We send 1 ant every 0.5, 1, 2, 5, 10, 20, and 50s. This is indicated on the x-axis. We
use scenarios with varying mobility: we apply RWP with maximum speeds of 2, 5, 10
and 20m/s. The results for different speed values are represented with different curves.
We report (a) delivery ratio, (b) average end-to-end delay, (c) average delay jitter, and (d)
overhead in number of packets.

that adaptivity is less able to make a difference. For high data rates, the performance
generally deteriorates strongly due to high levels of congestion, and again it is more
difficult to make a difference using proactive adaptivity. One interesting observation
when comparing the results over all different scenarios is that the optimal ant send rate
is relatively stable and independent from the node mobility or data send rate. Sending
one ant every 2s almost always gives the best performance.

5.3.4 Varying the number of entries in the pheromone diffusion
messages

Here we present the results of tests in which we vary the maximum number of entries
used in the pheromone diffusion messages (the hello messages). This number of entries
defines how much information is sent out in each of the messages, and therefore how
quickly information can spread over the network (see also subsection 4.2.3). We made
tests using 0, 2, 5, 10 and 20 entries. 0 entries is the extreme case in which no
pheromone diffusion takes place. In that case, no virtual pheromone is available in
the network, so that proactive ants cannot find new routes and the proactive route

106



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

 0.55

 0.6

 0.65

 0.7

 0.75

 0.8

 0.85

 0.9

 0.95

 1

 0  10  20  30  40  50

P
ac

ke
t d

el
iv

er
y 

ra
tio

Proactive ant send interval (sec)

data rate 1 packet/s
data rate 4 packets/s
data rate 8 packets/s

 0

 0.5

 1

 1.5

 2

 2.5

 0  10  20  30  40  50

A
ve

ra
ge

 e
nd

-t
o-

en
d 

pa
ck

et
 d

el
ay

 (
se

c)

Proactive ant send interval (sec)

data rate 1 packet/s
data rate 4 packets/s
data rate 8 packets/s

(a) (b)

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

 0.18

 0.2

 0.22

 0.24

 0.26

 0.28

 0  10  20  30  40  50

A
ve

ra
ge

 d
el

ay
 ji

tte
r 

(s
ec

)

Proactive ant send interval (sec)

data rate 1 packet/s
data rate 4 packets/s
data rate 8 packets/s

 3

 4

 5

 6

 7

 8

 9

 10

 11

 12

 13

 14

 0  10  20  30  40  50

O
ve

rh
ea

d 
in

 n
um

be
r 

of
 p

ac
ke

ts

Proactive ant send interval (sec)

data rate 1 packet/s
data rate 4 packets/s
data rate 8 packets/s

(c) (d)

Figure 5.14: Results for AntHocNet using different send intervals for the proactive ants.
We send 1 ant every 0.5, 1, 2, 5, 10, 20, and 50s. This is indicated on the x-axis. We use
scenarios with varying data load: we use data sessions sending 1, 4 and 8 packets per
second. The results for different data send rates are represented with different curves.
We report (a) delivery ratio, (b) average end-to-end delay, (c) average delay jitter, and (d)
overhead in number of packets.

maintenance process is effectively switched off. As scenarios, we again use different
levels of mobility, applying RWP with maximum speeds of 2, 5, 10 and 20m/s. The
results of our experiments are shown in figure 5.15.

In general, the results for all evaluation measures show the same trend, with the per-
formance monotonically improving with higher numbers of hello entries. This stresses
the importance of having a quickly adapting proactive route maintenance process. Like
for the results of subsection 5.3.3, the observed trend is more pronounced when us-
ing higher mobility, indicating that the importance of the effectiveness of the proactive
adaptivity increases with increasing network change rates.

5.3.5 Varying the routing coefficient for ants

In the experiments presented here, we vary the routing coefficient used by the proactive
forward ants, the parameter β2 of formula 4.5. This parameter defines the amount
of exploration the ants are allowed to do when they are constructing a path towards
their destination. When β2 is high, the ants are concentrated on the paths with the
best pheromone values, so that they limit their exploration to paths that have been
indicated to be good either by previous ants or by the pheromone diffusion process. On
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Figure 5.15: Results for AntHocNet using different number of entries in the pheromone
diffusion messages. The number of entries used are 0, 2, 5, 10 and 20, and are in-
dicated on the x-axis. We do experiments with varying node mobility: we apply RWP
with maximum speeds of 2, 5, 10 and 20m/s. The results for different speed values are
represented with different curves. We report (a) delivery ratio, (b) average end-to-end
delay, (c) average delay jitter, and (d) overhead in number of packets.

the other hand, when β2 is low, the ants can also follow paths with low pheromone. This
way, paths that are better than what their pheromone values indicate (e.g. because of
changes in the network or erroneous previous estimates) can be discovered. A similar
parameter β1 exists for reactive forward ants, and a parameter β3 for data packets. β1

is always kept high because when constructing an initial path with reactive forward
ants, we want to get a route as quickly as possible and do not want to risk loosing time
exploring different possibilities. The effect of β1 is therefore not investigated. β3 defines
to what extent data packets can be spread over multiple paths and is investigated in
the next subsection.

The results of the current experiments are presented in figure 5.16. We use β2

values of 2, 5, 10 and 20, and also consider the possibility of deterministically following
the best pheromone, which corresponds to a β2 value of infinity. We use scenarios with
increasing data load as before, in which sessions send at 1, 4 and 8 packets per second.

From the results, it is evident that the scenarios with 8 packets per second are
much more challenging than the ones with 1 and 4 packets per second. Nevertheless,
a constant pattern with respect to the β2 parameter can be observed for all three sets
of experiments. As β2 increases, and the amount of exploration by the ants decreases,
the performance improves for all evaluation measures. This is in contrast with other
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Figure 5.16: Results for AntHocNet using different values for the proactive ant routing
exponent. The exponent values that we use are 2, 5, 10, 20 and ∞ (the latter represents
deterministic forwarding of proactive forward ants along the best path). The tests are
carried out in scenarios with varying data load: we use data sessions sending 1, 4 and
8 packets per second. The results for different data send rates are represented with
different curves. We report (a) delivery ratio, (b) average end-to-end delay, (c) average
delay jitter, and (d) overhead in number of packets.

ACO algorithms, such as the AntNet algorithm for wired networks (see subsection 3.2.3
and [71]), where explorative behavior of the forward ants is an essential part of the
algorithm. The reason is that in AntHocNet’s proactive route maintenance process,
the task of exploring new good paths is performed by the pheromone diffusion process
(while in AntNet, ants are the only available mechanism to do exploration). This process
indicates the good routes it finds through the virtual pheromone, and the role of the
ants is mainly to control whether this indicated information is correct. When proactive
forward ants are requested to do more exploration, the algorithm is less fast to adopt
the best routes indicated by pheromone diffusion, and therefore slower to adapt to
new network situations. Therefore, we always use a high value for β2. In a sense,
AntHocNet uses a clear separation of tasks compared to other ACO routing algorithms:
the pheromone diffusion process executes exploration and the discovery of new routes,
while the ants continuously control the provided routing information and set up routes
based on it.
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5.3.6 Varying the routing coefficient for data
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Figure 5.17: Results for AntHocNet using different values for the data routing exponent.
The exponent values that we use are 2, 5, 10, 20 and ∞ (the latter represents determin-
istic forwarding of data along the best path). The tests are carried out in scenarios with
varying data load: we use data sessions sending 1, 4 and 8 packets per second. The
results for different data send rates are represented with different curves. We report (a)
delivery ratio, (b) average end-to-end delay, (c) average delay jitter, and (d) overhead in
number of packets.

In this subsection, we present results of tests in which we vary the data routing
exponent, parameter β3 of equation 4.6. This parameter controls the stochastic for-
warding of data packets. It defines how strong the preference of data packets for paths
with high pheromone is. When β3 is low, this preference is weak, and data can there-
fore be spread out over a range of multiple paths. On the other hand, when β3 is high,
data packets are only sent over the best paths. In the limit, where β3 reaches infinity,
data is forwarded deterministically over the best path. In our experiments, we use β3

values of 2, 5, 10, 20, and infinity. We again use scenarios with increasing data load,
in which sessions send at 1, 4 and 8 packets per second. The results are presented in
figure 5.17.

The graphs show a similar trend as those for the tests with β2. Also here, perfor-
mance improves with increasing values for the routing coefficient under all scenarios
and for all evaluation measures. So, it turns out that the feature of stochastically
spreading data packets over multiple paths is not beneficial, but, on the contrary, de-
teriorates results. This is again in contrast with other ACO routing algorithms, where
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stochastic data forwarding allows to improve performance by spreading the data load
over multiple paths and making better use of the full network resources. An expla-
nation of why this is not working in the case of AntHocNet can be found in the fact
that in AHWMNs different paths between source and destination nodes are not very
well separated: due to radio interference, data packets traveling over parallel paths
can hinder each other, so that it is difficult to obtain any advantages. This issue can
possibly be dealt with if specific mechanisms are used during the construction of the
different paths, e.g. choosing paths that go over nodes that are outside each other’s
transmission range (see also subsection 2.4.3). However, such mechanisms would be
quite complex, especially if we take into account the fact that nodes move, and paths
that were originally sufficiently apart could move into each other’s transmission range.
In AntHocNet, we did not use such an approach. Instead, we keep the data routing
coefficient high, and only use the very best paths. This way, we maximally exploit the
best routes available.

5.3.7 Summary

In this section we have presented results of tests in which we switched on and off differ-
ent components of the AntHocNet routing algorithm and varied its internal parameters.
The aim was to investigate AntHocNet’s internal working.

First, we have looked at the individual contribution to the algorithm’s performance
of the proactive route maintenance process and the reactive route repair mechanism.
We have shown that the proactive route maintenance process has a strong positive
influence on the performance over a range of different scenarios. On the other hand,
the reactive route repair mechanism turned out to have a large positive contribution in
large networks but very little or no contribution in small networks.

Next, we have investigated the use of different routing metrics. From the results, it
was clear that the metric using the SINR was superior. The metric using delay and the
one using a combination of delay and hops gave worse results. The worst results were
for the number of hops metric, despite the fact that this metric lead to the use of the
shortest paths and is very often used for routing in AHWMNs.

Then, we have investigated two parameters that are related to the speed of working
of the proactive route maintenance process: we have done tests varying the send rate
of proactive forward ants and varying the number of entries in the pheromone diffusion
messages. Both tests indicated that a faster working proactive route maintenance pro-
cess is better: sending ants more regularly and spreading out more information in each
message during pheromone diffusion gave better results. Limits are present only when
too much overhead is created. For example, sending more ants than one per second
lead to rather bad results.

Finally, we have done tests varying the routing coefficient of proactive forward ants
and data packets. In both cases, it turned out that increasing the coefficient lead to
monotonically improving results. In the case of proactive forward ants, this shows that
it is better to leave the task of exploring new paths to the pheromone diffusion process,
and let the ants focus on the task of controlling the obtained information and turn it
into routes that can be used for data. In the case of data packets, it shows that it is
difficult to get throughput advantage from spreading data over multiple paths, and that
instead it is better to fully exploit the best routes found by the ants.

5.4 Conclusion

In this chapter we have provided an evaluation study of the AntHocNet routing algo-
rithm. Tests were carried out in scenarios that are similar to those commonly used in
the literature on MANET routing.
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In a first set of tests, we compared AntHocNet to existing state-of-the-art rout-
ing algorithms. These included AODV, a reference reactive routing algorithm, OLSR,
an important proactive routing algorithm, and ANSI, which is a representative of the
class of ACO routing algorithms. Results showed that AntHocNet could outperform the
other three algorithms over a wide range of different scenarios. Specifically, AntHocNet
turned out to perform well in tests with increasing levels of mobility, to deal better than
the other algorithms with different levels of data load, to cope well with sparse network
situations, and to scale well to networks of increasing sizes. On the downside, Ant-
HocNet’s advantage was decreased when mobility got very high, and the algorithm was
outperformed by AODV when very dense scenarios were used.

In a second set of tests, we investigated the internal working of AntHocNet. We
switched on and off the use of different components of the algorithm, and varied various
internal parameters. We found that the proactive maintenance process has a high
contribution to the algorithm’s performance over a range of scenarios, while the local
repair mechanism did not have a positive effect in small networks, but was increasingly
valuable in large ones. We also found that it is important that the proactive maintenance
process works as fast as possible, as long as it does not produce excessive overhead.
Among the possible routing metrics, we discovered that the SINR based metric lead to
the best results. Finally, we saw that exploration in the proactive route maintenance
process should be left to the pheromone diffusion process rather than to the ants, and
that data packets should be forwarded over the best paths, with minimal data load
spreading.
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Chapter 6

Simulation of an urban scenario

In the previous chapter we have presented the results of a number of tests in which
we evaluate the performance of the AntHocNet routing algorithm. All of those tests
used scenarios that were derived from a common base scenario, in which a number
of nodes move in an open, rectangular area along straight line segments, and data
are sent at fixed rates. The reason to use this type of scenarios was to stay in line
with the common practice in the literature, so that comparisons with other algorithms
are easier and more fair. However, as was pointed out already in subsection 5.1.1,
these scenarios are rather simple, and might not give a correct image of situations
that occur in reality. Therefore, observed results are not necessarily representative
for what can be expected when the network is deployed for a practical application.
The aim of the current chapter is to complement the previous tests with new ones
that use more realistic scenarios. For these new scenarios, we have chosen an urban
environment, as the development of recent projects with public WMNs in some cities
such as Philadelphia [12] and Taipei [10] indicate that this will be an important area of
application for AHWMN technology. We take special care to simulate this environment
and the use of an AHWMN in it in an accurate way. We use this detailed simulation to
make new evaluations of AntHocNet’s performance.

The rest of this chapter is organized as follows. First, we describe the simulation
setup, giving special attention to the way we obtained a model of wireless communica-
tion in the urban environment and how we were able to simulate it in an efficient way.
Then, we present results of a simulation study, in which we first investigate network
properties of the AHWMN in the urban environment, and then perform a comparative
test of the AntHocNet and AODV routing algorithms. The work presented here has been
described in [97] and in project deliverable [49].

6.1 Design of the simulation study

In this section we describe the design of the simulation study. In what follows we first
provide a general overview of the study. Then, we give detailed descriptions of the urban
environment and the implementation of node mobility, of the used radio propagation
models and their implementation, and of the simulated data traffic. Finally, we review
related literature on the topic of simulations of AHWMNs in urban settings.

6.1.1 General description of the simulation study

The aim of the study presented in this chapter is to evaluate the behavior of the AntHoc-
Net routing protocol in an urban environment through simulation. We have chosen the
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center of the Swiss town of Lugano as the setting of our study. Compared to the open
space scenarios of the previous chapter, there are three important differences. The first
concerns node mobility. We model urban mobility by limiting the movements of nodes
to the streets and open areas in the town, and adjusting their speed to the typical speed
of people in a urban environment, be it pedestrians, cyclists or slowly moving cars. We
also use a certain percentage of static nodes, to model immobile network users. This
makes that the network is not just a MANET, but also has some characteristics of a
WMN. Details about the urban environment and the movement of nodes in it will be
given in subsection 6.1.2. The second difference concerns the propagation of radio
waves in the urban setting. We model the physical propagation of radio waves through
the streets of the town using a ray-tracing approach, which accounts for interactions
between radio waves and buildings, such as reflection and diffraction [221]. Details
about this will be given in subsection 6.1.3. Finally, the third difference concerns the
way the network is used at the application layer. Rather than using CBR sessions, we
modeled different kinds of data traffic, in order to account for different possible uses of
the network. The applications we considered range from an interactive short messaging
service (SMS) to voice-over-IP (VoIP) traffic. Details about the modeling of data traffic
will be given in subsection 6.1.4.

We run simulations of 500s each, and do 20 individual runs per scenario. We nor-
mally use AHWMNs of 300 nodes, but also carry out experiments varying the number
of nodes from 100 up to 400. Like in the previous chapter we use the QualNet discrete
event network simulator (see subsection 5.1.2 and [232]). We made some adaptations to
the simulator code in order to be able to simulate the propagation of radio waves in an
urban environment in an efficient way, as will be explained in subsection 6.1.3. Also for
the selection of networking protocols, we stick with the choices of the previous chapter.
At the physical layer we use the IEEE 802.11 protocol sending at a frequency of 2.4GHz
and with a bit rate of 2Mbps. At the MAC layer, we use the IEEE 802.11 DCF protocol
(see subsection 2.3.3). At the transport layer, we use UDP, due to the before mentioned
problems of TCP in AHWMNs (see subsection 2.3.4). Finally, as benchmark routing al-
gorithm to compare and evaluate the performance of our AntHocNet algorithm, we use
AODV. The choice to use AODV is because it gives good results and because it is the
most important benchmark algorithm in the research community.

6.1.2 The urban environment and node mobility

The urban setting used in our simulation study is the center of the southern Swiss
town of Lugano. Lugano is a relatively small old town presenting an irregular street
topology common to most European cities. We focused on an area of 1561 × 997m2,
which covers most of downtown Lugano. The street structure is shown in figure 6.1.
As shown in the figure, the cityscape is basically composed of streets (the white lanes)
and buildings (the gray polygons). Streets define the open spaces where nodes are free
to move. Buildings are in our simulation study inaccessible to the nodes and basically
play the role of obstacles that put constraints on node movements and shield signal
propagation. Other elements are the lake, in the lower bottom of the image, and urban
infrastructure such as parking lots and the train station. However, these latter do not
play any role and are left in the image for the sole purpose of better showing the town
organization.

Node movements were calculated in preprocessing, and fed to QualNet as a mobility
trace. The movements were generated according to an adaptation of the RWP mobility
model. Under the RWP model, nodes choose a random destination and speed, move
in a straight line to the chosen destination at the chosen speed, and then pause for
a certain time before picking a new destination and speed (about RWP, see also the
subsections 2.3.1, 5.2.2 and 5.2.3). In our urban version of RWP, destinations are
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Figure 6.1: The setting of our simulation study: an area of 1561× 997m2 in the center of
the Swiss town of Lugano.

only chosen from among the open spaces in the town, and nodes do not move along a
straight line to their destination, but instead follow the shortest path through the streets
of the town. In order to define node destinations and movements, we derived a graph
representing the street structure of the town, as shown in figure 6.2. Destinations were
chosen from among all points that are located on an edge or in a vertex of the graph, and
shortest paths were calculated in the graph using Dijkstra’s algorithm [208]. Compared
to the real situation in downtown Lugano, our graph contains one extra horizontal road
on the northeast side of the area. This is a practical solution in order to avoid that too
many streets leading north would have a dead end forcing nodes to turn back to where
they came from. On the other sides of the area, this problem was less severe, so that
more such modifications were not necessary.

At this point, we want to address some points of criticism that have been raised in the
literature concerning RWP (see also subsection 5.2.3). In [287], the authors point out
that the average speed of nodes under RWP decreases over time. This is because nodes
are usually allowed to choose arbitrarily low speeds: when a node chooses a speed
value close to 0 in combination with a destination that is far away, this node might not
choose a new speed till the end of the simulation, effectively bringing down the average
speed among the nodes of the network. Following a suggestion by the authors of that
paper, we avoid this situation here by keeping the minimum speed for moving nodes
at 1m/s. Another criticism on RWP is that it gives rise to artificial variations in node
density, with more nodes being situated in the middle of the simulation area than at
the sides (see subsection 5.2.2 and [29]). However, in the scenario considered here, the
middle of the area corresponds to the center of the town. Therefore, we do not think
that such density differences are unrealistic in the given setup.

In all our experiments, we have chosen maximum node speeds that correspond to
realistic inner city movements. In most experiments, we chose the network nodes to
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Figure 6.2: A graph representing street patterns in our urban environment. The graph
is indicated by the red lines in the figure. This graph was used to calculate locations
and movements for the network nodes.

be pedestrians or cyclists, with a maximum speed of 3m/s (10.8km/h). Only for the
set of experiments with increased mobility, we allow nodes to go up to 15m/s (54km/h),
which is a reasonable maximum speed for cars in an urban environment. The pause
time of our RWP model is always 30s. Finally, in all experiments, we keep 20% of the
nodes static, to represent immobile network users in the town. These can for example
be wireless access points placed by shop or restaurant owners, or mesh infrastructure
nodes provided by the town authorities. Due to the presence of these static nodes, the
networks considered here have more similarities with WMNs than those studied in the
experiments of chapter 5, which could be considered pure MANETs.

6.1.3 Radio propagation

Wireless communication in an urban environment is strongly conditioned by the way
radio waves interact with the objects they encounter. The most basic effect is that
waves produced at street level are blocked by buildings, so that connectivity in urban
wireless networks is restricted compared to open space scenarios. Some urban simula-
tion studies for AHWMNs in the literature only account for this effect, using open space
propagation models along the line of sight (LoS) and blocking any non-LoS communica-
tion (see e.g. [188]). In our study, we use a more detailed approach, which incorporates
also other propagation effects. The most important of these effects is reflection off build-
ings: as radio rays bounce off building walls, they can travel around corners into side
streets. Also, reflection allows a signal to travel further along the LoS through a street
than it would in open space, since multiple reflected rays are tunneled in the same di-
rection. This means that crude approximation models that do not account for reflection
are too restrictive. Another important effect is diffraction, which allows rays to bend
around corners to a certain extent. This further improves connectivity into side streets.
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Other effects include scattering, which is the reflection off small objects and uneven
surfaces, and signal variations over time due to changes in the environment, such as
the passing of vehicles or people. Both of these last effects are hard to model correctly
and greatly increase the computational complexity (see [241]), and are therefore not
taken into account in this study.

Making detailed calculations of radio wave propagation in an environment with
many obstacles is a computationally intensive task, especially when many simulta-
neous transmitters and receivers are involved, as is the case in AHWMN experiments.
Therefore, we decided to do all propagation calculations off-line in a preprocessing step.
We started from the two-dimensional map of the center of Lugano, and assumed each
building on the map to be of a height that is sufficient to block radio communication
going over it (a height of 5 meters already makes diffraction over a building impossi-
ble [241]). Then, we defined a discretization of the space in which the nodes move, in
order to allow an efficient preprocessing: we chose sample points at regular intervals
of 5 meters along the streets of the town, resulting in 6070 different positions. The
locations of the different sample points are shown in figure 6.3. In each of these points,
we placed a transmitter sending at 2.4Ghz and with a power of 10mW , and we calcu-
lated with which strength its signal was received in each of the other points. All radio
propagation calculations were done using the WinProp tool [21]. This is a commercial
software package to model ray propagation in urban environments. WinProp makes use
of raytracing, a technique derived from the field of computer graphics in which the tra-
jectories of all the waves going between a transmitter and a receiver are first calculated
individually, and then combined in order to derive the resulting signal [238]. The results
of the preprocessing calculations were stored in a matrix of 6070× 6070 entries. Subse-
quently, we adapted the radio propagation module of QualNet. The precalculated signal
strength values were read into memory. During the simulation, the signal strength
between a transmitter a and a receiver b was approximated by the precalculated signal
strength between a transmitter in the sample point closest to a and a receiver in the
point closest to b. This allows very fast calculations, while only causing an inaccuracy
of maximally 2.5 meters on each side.

Our proposed approach allows for an efficient and reasonably accurate simulation
of the use of an AHWMN in an urban environment. Nevertheless, we would like to give a
word of caution. It is clear that we have made a number of simplifications with respect
to reality when we made the calculations of the radio propagation. These influence
the correctness of the obtained results. A first simplification is the fact that we used
discrete sample points which approximate the location of transmission and reception
of radio signals. A second is that we did not model small objects in town such as trees,
cars, etc.., and that we assumed all buildings to have smooth, flat walls. Finally, we
did not account for altitude differences: while most of the area we considered is flat,
the railway station and the streets near it on the west side of the town center (see the
map in figure 6.1) are situated on a hill. Due to all of these simplifications, the results
obtained in our simulations can be expected to differ to some extent from what could be
experienced during a real deployment test in the center of Lugano. However, we want to
stress the fact that the greater degree of detail used in these simulations does provide
a better approximation of the behavior of an AHWMN in a realistic urban scenario, and
that without giving us exact performance results for the Lugano scenario, they do allow
us to learn more about the performance of our algorithm in such a setting. Moreover,
realistically speaking, no AHWMN simulation can ever be expected to be 100% accurate
and efforts to improve accuracy can therefore only be justified up to a certain extent.
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Figure 6.3: For the modeling of radio wave propagation, we make use of precalculated
signal strength data. In order to calculate this data, we choose discrete sample points
at regular intervals in the areas where the nodes move, and make ray propagation
calculations for each pair of points. In the map, the locations of the sample points are
indicated with red circles.

6.1.4 Data traffic

When modeling data traffic we use patterns that can reflect realistic applications of
the network. We assume that the AHWMN will in the first place be used to support
interactive communication between users. We model this type of applications using
bidirectional point-to-point data communication sessions. The data packet size is 160
bytes in all tests. The data rate is varied, from 1 packet every 30 seconds, representing
an interactive SMS conversation, up to 25 packets per second, which is sufficient to
support good quality VoIP applications. In order to represent silent periods in the inter-
active communication, only 40% of all scheduled packets are sent. This corresponds to
the typical proportion of send time in VoIP traffic [139]. Note that here we do not apply
detailed models of VoIP traffic, but rather a rough approximation that reflects the data
load that can be expected. Developing accurate models of VoIP is a topic of ongoing
research in the networking community (see e.g. [79]), and is outside the scope of this
thesis.

6.1.5 Related work on the simulation of AHWMNs in urban environ-
ments

While there exists a lot of work on the evaluation and comparison of different routing
algorithms for AHWMNs (e.g., see [42, 65]), almost all of it is carried out using open
space scenarios with random mobility and idealized signal propagation models such
as the ones applied in chapter 5. Only recently a number of studies have appeared
that investigate the use of AHWMNs in urban environments. Here we provide a short
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overview of this work.
One could make a distinction between simulation studies that make rather rough

approximations of how an urban setting influences node mobility and radio wave prop-
agations, and studies that specifically aim at high accuracy, thereby sacrificing effi-
ciency. The work presented in [138] belongs to the first category. The authors propose
a scenario with randomly placed building blocks. Node mobility is modeled in a way
that is similar to what we propose in subsection 6.1.2, in the sense that they use an
adaptation of RWP whereby node movements are limited to certain paths between the
buildings. Radio wave propagation is implemented using a simple LoS approach: nodes
can only communicate with each other when no building is situated between them.
As mentioned in subsection 6.1.3, such a simple model is too restrictive compared to
reality. The authors investigate how the considered setup influences the behavior of
AODV in comparison to open space scenarios and notice a severe drop in performance.
The authors of [188] follow a similar approach. In their urban environment, build-
ings are not placed randomly, but aligned according to a regular grid pattern. Nodes
move through this grid according to a sort of random walk that is limited to the spaces
between the buildings. Radio propagation is simulated with an LoS approach. The au-
thors evaluate how the performance of DSR is influenced by the urban setting and find
a drop in performance that is however not as strong as the one observed by the authors
of [138] (however, this is partly due to the fact that they specifically set scenario param-
eters so that the performance of the routing algorithm is not affected too much). Finally,
the authors of [132] use a similar grid town pattern, but with a different heuristic radio
propagation model. Here, radio signals are weakened with a fixed amount for every
corner they take. The aim of the paper is to investigate the feasibility of a commercial
MANET application; in particular, the authors investigate whether a MANET could be
used to support communication between a fleet of taxis. Node movement patterns in
the grid world are based on data about the behavior of real taxis and can therefore be
considered more realistic than the random patterns used in the previously described
studies. The conclusions from the study are not entirely positive. Especially, the au-
thors point out that a high density of users in the system is a critical factor for good
performance.

Among the studies that apply a higher level of accuracy in their simulations, we find
in the first place the work presented in [242] and other papers by the same authors. In
this work, real and very detailed town maps are used, and radio propagation is modeled
using a raytracing approach. The authors apply some discretization of the space, which
allows to perform a preprocessing step, and use a number of optimization techniques
to speed up raytracing calculations. Nevertheless, the final simulations take very long
(in the order of tens of processor days). Also in terms of the modeling of node mobility,
the authors try to develop very accurate models. The movement patterns they use are
based on the combination of a number of different models that are derived from differ-
ent research areas: they use results from the fields of urban planning (which allows
to derive how people typically navigate from one location to another), meeting analysis
(which allows to define how people move around and cluster together), and time use
(which allows to figure out when people typically start and end certain activities). The
proposed simulation environment is used to simulate the use of a WMN running AODV
in an area of central London. The conclusion is also here that high node density is
a critical factor in the system’s performance. Another study that uses a very detailed
simulation model is the one described in [234]. The authors also use raytracing, and
apply a preprocessing step that is based on using a discrete set of transmitter locations
but an unlimited number of receiver locations. Their simulations are reasonably effi-
cient: they are only about a factor 1.5 slower than comparable open space simulations
when using the ns-2 simulator. The authors perform experiments both with an indoor
and an outdoor scenario, using variations of RWP to derive node movement patterns.
In both cases, they compare the performance of AODV in the urban scenario to that in
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an open space scenario, and observe a large drop in performance.
The work presented in the current chapter of this thesis is in approach and level

of detail similar to the last described work. It allows to get a reasonable feel for what
the effects can be of an urban environment, while making enough abstraction to get
an efficient simulation. This allows us to run a number of different tests in order to
see how the approach followed by AntHocNet deals with the challenges of the urban
setting, and compare this to the different strategy adopted by AODV. None of the urban
scenario simulations we found in the literature provides a performance comparison
between different routing algorithms.

6.2 Test results

In this section we describe the results of a range of tests that we ran with the simulation
setup described above. The aim is to investigate how AntHocNet performs in an urban
environment, and to compare it to AODV. In what follows, we first describe in sub-
section 6.2.1 results of tests in which we investigate general properties of the AHWMN
network in the urban scenario, as compared to an open space scenario. These tests are
meant to aid in the understanding of the results observed further on. Then, we present
results of comparative tests, in which we vary similar parameters as in the tests of sub-
section 5.2: we present results with varying data send rates in subsection 6.2.2, with
varying numbers of data sessions in subsection 6.2.3, with varying node densities in
subsection 6.2.4 and with varying maximum node speeds in subsection 6.2.5. Finally,
in subsection 6.2.6, we also investigate whether it is possible to support VoIP level data
loads with the different routing algorithms in the given urban scenario.

6.2.1 General network properties

In this subsection, we study how the properties of the network formed between the
MANET nodes are affected by the fact that we work in an urban environment. The data
shown here were obtained by running simulations with an increasing number of nodes
in both the urban scenario and an open space scenario of the same dimensions. In the
open space scenario we use the two-ray radio propagation model (see subsection 5.1.3).
During these simulations, no data traffic was sent, but all nodes were periodically
broadcasting beacon messages. We recorded all receptions of these beacon messages,
and constructed a network graph for each beaconing period, counting a link between a
pair of nodes i and j if during the period of the beaconing interval i received a beacon
from j and j received one from i. This way we got a picture of the network connectivity
as experienced by the nodes in the network. In these experiments, all nodes were
moving between 1 and 3m/s. We report results for the average number of neighbors,
the connectivity (i.e., the fraction of node pairs between which a path exists), the average
length of the shortest path between each pair of nodes, and the average link duration.
The results are shown in the graphs of figure 6.4.

The average number of neighbors per node are shown in figure 6.4a. We can see that
this number is always a lot lower in the urban scenario than in the open space scenario.
This is due to the limited radio propagation caused by the shadowing by the buildings of
the town. Also, we can see that, while the number of neighbors grows linearly with the
number of nodes in the network in both scenarios, the increase is steeper in the open
space scenario. This means that for an equal number of nodes per square meter, nodes
in the urban scenario locally experience a lower density. As a consequence, connectivity
is worse in the urban scenario, but interference between nodes is also lower.

The lower connectivity in the urban scenario is confirmed by the results of fig-
ure 6.4b, where we report the fraction of node pairs between which a path exists in the
AHWMN network topology. While the open space scenario is always fully connected,

120



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

 0

 10

 20

 30

 40

 50

 60

 70

 80

 100  150  200  250  300  350  400

A
ve

ra
ge

 n
um

be
r 

of
 n

ei
gh

bo
rs

 p
er

 n
od

e

Number of nodes

Urban environment
Open space

 0.75

 0.8

 0.85

 0.9

 0.95

 1

 100  150  200  250  300  350  400

A
ve

ra
ge

 fr
ac

tio
n 

of
 c

on
ne

ct
ed

 n
od

e 
pa

irs

Number of nodes

Urban environment
Open space

(a) (b)

 2

 2.5

 3

 3.5

 4

 4.5

 5

 5.5

 100  150  200  250  300  350  400

A
ve

ra
ge

 p
at

h 
le

ng
th

 (
ho

ps
)

Number of nodes

Urban environment
Open space

 40

 45

 50

 55

 60

 65

 70

 100  150  200  250  300  350  400

A
ve

ra
ge

 li
nk

 d
ur

at
io

n 
(s

)

Number of nodes

Urban environment
Open space

(c) (d)

Figure 6.4: Graph properties of AHWMNs with increasing number of nodes in the urban
setting versus in an open space environment. We report here (a) the average number of
neighbors per node, (b) the average fraction of node pairs between which a path exists,
(c) the average length of the shortest path between nodes (measured in number of hops),
and (d) the average link duration.

the urban scenario has limited connectivity when there are few nodes in the network.
It is interesting to note that the connectivity in urban conditions seems to saturate at a
value that is lower than 100%. So even with 400 nodes, where the number of neighbors
per node is higher than in the open scenario with 100 nodes, some nodes manage to
stay out of reach in dead areas caused by the irregular structure of the town.

In figure 6.4c, we report the average length of the shortest path (measured in number
of hops) between connected node pairs. Also this value is very much affected by the
environment: paths are about double as long in the urban scenario. The node density
has some influence on path lengths in the urban scenario, but less in the open space
scenario since there even 100 nodes are enough to provide almost straight line paths.

Finally, in figure 6.4d, we report the average link duration. This is the average time
that elapses between the appearance and disappearance of a link, and is a measure for
how dynamic the network is (see also subsection 5.2.3). We can see that the average
link duration is independent of the number of nodes. It is constant on about 65s in
open space, and 43s in the urban scenario. This means that the change rate of the
network is higher in the urban environment. We also did tests increasing the maximum
node speed from 3m/s to 10m/s (not indicated in the figure), which gave an average link
duration of 56s in open space, and 28s in the urban scenario.
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6.2.2 Data send rate
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Figure 6.5: Results for AntHocNet and AODV with increasing data send rates in the
urban scenario. We report (a) delivery ratio, (b) average end-to-end delay, (c) average
delay jitter, (d) overhead in number of packets, and (e) overhead in number of bytes.

In this subsection, we compare the performance of AntHocNet and AODV in the
urban scenario with 300 nodes and with increasing data send rate. We use 10 parallel
bidirectional data sessions of 0.033packets/s (1 packet every 30 seconds, corresponding
to slow interactive SMS data load) up to 25packets/s (corresponding to the data load
needed to support good quality VoIP communication data load), using as intermediate
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values 0.2, 0.5, 1, 2, 5 and 10packets/s. Like in the comparative tests of section 5.2,
we report the delivery ratio, the average end-to-end delay, the average delay jitter, the
overhead ratio in number of packets, and the overhead ratio in number of bytes. All
results are shown in figure 6.5.

When considering delivery ratio and delay (figure 6.5a and 6.5b), we can see that
both algorithms have bad performance for the lowest data rates, better performance
at intermediate rates, and worse performance again for the highest rates. The bad
performance at the lowest rates is due to the fact that both AntHocNet and AODV need
to set up a route between source and destination prior to communication. When data
packets are sent sporadically, previously constructed routes can rarely be reused, and
new route setups are often necessary. As data rates increase, subsequent packets
can profit from previous route setups. In AntHocNet, where routes are proactively
maintained and therefore remain valid for longer, this effect is visible at lower rates
than for AODV. For the highest rates, both algorithms have a decrease in performance,
because the high load of data packets starts to interfere with the control packets. In
general, we can see that AntHocNet outperforms AODV for most data rates (except for
the delay at the highest data rate). Considering that the urban scenario has longer
paths and less good connectivity than a comparable open space scenario, this result
was to be expected, as it was shown in subsections 5.2.6 and 5.2.7 that AntHocNet
performs well under such conditions. When we compare directly with the results for
varying data send rates in open space scenarios presented in subsection 5.2.4, we
can see that both algorithms are better able to deliver the highest data rates in the
urban scenario (especially for AODV the difference is large). This is on the one hand
because we use only 10 sessions here (see also further in subsection 6.2.3), and on the
other hand because there is less interference due to the shadowing by the buildings.
Nevertheless, it must be noted that neither of the algorithms is able to provide a delivery
ratio that is sufficient to support a VoIP application (see also further in subsection
6.2.6).

When considering average delay jitter, we can see more or less monotonically de-
creasing values for both algorithms, with a slight advantage for AntHocNet. The fact
that jitter improves with increasing data rates is due to the fact that as data pack-
ets are sent more frequently, subsequent packets travel closer after each other, and
therefore encounter more similar conditions. Hence, the differences in their delays are
smaller. A similar effect was visible in the comparative tests in the open space scenarios
of subsection 5.2.4. However, in those tests, jitter values only decreased for the lowest
values for the data rate, and then started to increase. It must be pointed out that in ab-
solute terms, the jitter values in the city scenario are much higher for the lowest data
rates (due to the worse connectivity and the longer path lengths), and that therefore
more improvement is possible.

In terms of both overhead measures, we can observe monotonically improving per-
formances for both algorithms. This is because of the earlier mentioned effect that
at low data rates, routes practically need to be rebuilt for each data packet, whereas
at higher rates, subsequent packets can profit from earlier route setups. Especially
AntHocNet produces high overhead for the lowest data rates. This is because its mech-
anisms to proactively maintain routes create a lot of overhead compared to the number
of packets that are delivered. For the higher data rates, both algorithms have simi-
lar overhead ratios. AntHocNet slightly outperforms AODV in overhead in number of
packets, but not in overhead in number of bytes.

6.2.3 Number of data sessions

Here, we report the results of test in which we vary the number of data sessions, from
5 up to 25 sessions, with as intermediate values 10, 15 and 20 sessions. All data
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Figure 6.6: Results for AntHocNet and AODV with increasing number of data sessions
in the urban scenario. We use data rates of 5 and 10 packets/s, indicated by different
curves in the figure. We report (a) delivery ratio, (b) average end-to-end delay, (c) average
delay jitter, (d) overhead in number of packets, and (e) overhead in number of bytes.

sessions are bidirectional. We did tests with two different values for the data send rate:
5 and 10packets/s. In figure 6.6, we report delivery ratio, delay, jitter, overhead ratio in
number of packets and overhead ratio in number of bytes.

When considering delivery ratio (figure 6.6a) we can see that AntHocNet outperforms
AODV for all scenarios. Apart from that, we observe a common trend for both algorithms
under both data rates: performance monotonically deteriorates when we increase the
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number of sessions. At the higher data rate of 10packets/s, this deterioration is more
clear than at the lower rate of 5packets/s: at 10packets/s, AntHocNet’s delivery ratio goes
down from 93% for 5 sessions to 57% for 25 sessions, and AODV’s delivery ratio from
77% for 5 sessions to 43% for 25 sessions. The larger difficulties experienced by both
algorithms when more data sessions and high data rates are used are in line with the
open space results of subsections 5.2.4 and 5.2.5. They confirm that the ability of both
algorithms to deal better with high data rates in the urban scenario, as was observed
in subsection 6.2.2, was at least in part due to the fact that we used less sessions.

When considering average end-to-end delay (figure 6.6b) and average delay jitter
(figure 6.6c), we observe similar trends as for the delivery ratio: AntHocNet consistently
outperforms AODV, performance for both algorithms deteriorates monotonically with
increasing numbers of sessions, and the deterioration is more pronounced at the higher
data rate of 10packets/s. The end-to-end delay of AODV shows a particulary bad increase
for the highest numbers of sessions. This pattern is similar to the bad results we
observed for AODV in the open space scenarios of subsections 5.2.4 and 5.2.5. Also
in those tests, AODV had much more difficulties than AntHocNet when dealing with
increasing numbers of sessions.

Finally, when looking at both overhead measures (figures 6.6d and 6.6e), we can
see that the performance at the low data rate of 5packets/s stays stable for increasing
numbers of sessions, while for 10packets/s, it deteriorates. Especially AODV shows a
huge increase for both overhead measures for the highest number of sessions. This
extra overhead is responsible for AODV’s increase in average end-to-end delay. It con-
firms that AODV’s purely reactive approach, whereby new route setups are frequently
needed, does not scale well with increasing numbers of sessions.

6.2.4 Node density

In the tests reported on here, we increase the number of nodes from 100 to 400 with
increments of 50. This is similar to the tests of subsection 6.2.1. Since the network
area size of our urban scenario is fixed, increasing the number of nodes comes down to
increasing the node density. We used 10 bidirectional data sessions, and did tests with
three types of data load: low (0.033packets/s), medium (2packets/s) and high (25packets/s).
We report delivery ratio, delay, jitter, overhead ratio in number of packets and overhead
ratio in number of bytes. All results are shown in figure 6.7.

In terms of delivery ratio (figure 6.7a), we observe a fixed pattern for both algorithms
and for each of the data rates: performance improves with increasing node density,
up to 250 nodes, after which it stabilizes. The delivery ratio is best for medium and
low data rates, and worse for the highest rate, confirming that it is difficult to support
the data rates needed for VoIP traffic. AntHocNet outperforms AODV for all data rates
and all node densities, except for the highest data rate at the highest node density.
This confirms again that AntHocNet has problems when the network gets too dense.
However, the density at which AntHocNet gets in trouble here is much higher than
the one in the open space tests of subsection 5.2.6 (1/7500 nodes/m2 in open space
versus approximately 1/4000 nodes/m2 in the urban scenario). This is because of the
shadowing of radio rays by buildings, which leads to a lower effective node density (see
subsection 6.2.1). It is also interesting to see that the trend followed by the delivery
ratio graphs is the same as that followed by the graph of the pairwise connectivity in
the urban scenario, shown in figure 6.4b: first steeply increasing and then stabilizing.
This shows that a relatively high number of nodes is needed in urban scenarios in order
to provide the level of connectivity that is needed to deliver a good service.

In terms of end-to-end delay (figure 6.7b), we can see performances that are rela-
tively stable with respect to the node density. Only for the medium data rate (2packets/s),
we could say that the delay decreases with increasing node density. AntHocNet outper-
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Figure 6.7: Results for AntHocNet and AODV with increasing number of nodes in the
urban scenario. We use data rates of 0.033, 2 and 25packets/s, indicated by different
curves in the figure. We report (a) delivery ratio, (b) average end-to-end delay, (c) average
delay jitter, (d) overhead in number of packets, and (e) overhead in number of bytes.

forms AODV for low and medium data rates. However, for the highest data rate, AODV
has better delay. This is different from open space scenarios (see subsection 5.2.4),
where AODV had huge difficulties delivering high data rates. As pointed out before in
subsection 6.2.3, at least part of the responsibility for AODV’s improved performance
is the fact that we have less data sessions here.

In terms of delay jitter (figure 6.7c), we can again observe a relatively stable behavior
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with respect to node density. Moreover, both algorithms have more or less the same
performance. In general, we can see that jitter is highest for the lowest data rate, lower
for the medium data rate, and lowest for the highest data rate. This is in line with the
earlier results of subsection 6.2.2.

Finally, in terms of both overhead measures (figures 6.7d and 6.7e), we can see that
performance is worse for the low data rate (the results for AntHocNet for the lowest data
rate are off the chart), and better for the medium and high data rates. When looking
at the overhead in number of bytes, AntHocNet does always worse than AODV. When
looking at overhead in number of packets, AntHocNet does worse than AODV for the
lowest data rate, but comparable or better for the medium and high data rates. The
bad results for both algorithms at low data rates is due to the earlier mentioned fact
that when data packets are sent sporadically, a route setup is almost always needed for
each new data packet. AntHocNet’s strategy to proactively maintain routes then leads
to extra overhead without giving much advantage. At higher data rates, packets can
profit from earlier route setups, so that the overhead ratio can be reduced. AntHocNet’s
mechanisms to proactively maintain paths augments this effect, so that the algorithm
can get a lower overhead ratio when measured in number of packets. However, the fact
that AntHocNet uses larger hello messages as well as larger control messages (forward
and backward ants carry full paths, whereas AODV’s RREQ and RREP messages do not)
causes a higher overhead when measured in number of bytes. Finally, we would like to
point out that both algorithms experience increasing overhead for increasing numbers
of nodes. This is because in networks with more nodes flooded control packets are
forwarded more times, and more hello messages are produced.

6.2.5 Node speed

In the experiments presented here, we vary the maximum node speed. We increase it
from the 3m/s used in the previous tests up to 15m/s, which is a reasonable maximum
speed for cars in an urban environment. As intermediate values we use 6, 10 and
12.5m/s. We keep using 10 bidirectional data sessions and again do tests with different
data rates: a low rate of 0.033 packets per second, a medium rate of 2 packets per
second, and a high rate of 25 packets per second. In figure 6.8, we report delivery ratio,
end-to-end delay, delay jitter, overhead in number of packets and overhead in number
of bytes.

As can be expected, delivery ratios (figure 6.8a) go down with increasing node speeds
under all data send rates for both algorithms. Apart from that, we get a confirmation of
earlier results. Delivery ratios are highest for medium and low data rates, and lowest
for the highest data rate. AntHocNet delivers more packets than AODV, except for the
highest data rate, where delivery ratios are comparable.

In terms of delay (figure 6.8b), we get a similar picture. Delay goes up with increasing
nodes speeds, although the effect is minimal. The best delays are obtained for the low
and medium data rates, and the worst for the highest rates. AntHocNet outperforms
AODV at low and medium data rates, while AODV is the best at the highest data rate.

In terms of jitter (figure 6.8c), the effect of the node speed is again minimal: both
algorithms give more or less stable jitter for increasing node speeds at all data rates.
As in previous tests, jitter is highest for the lowest data rates and lower for the medium
and high data rates. The performances of both algorithms in terms of jitter are very
comparable.

Finally, also for both overhead measures, we get familiar patterns. For both mea-
sures, performances get slightly worse with increasing node speeds. For overhead in
number of bytes, AODV outperforms AntHocNet at all data rates (the curve for the low-
est data rate for AntHocNet is outside the range of the graph). For overhead in number
of packets, AODV outperforms AntHocNet for the low and medium data rates, but not
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Figure 6.8: Results for AntHocNet and AODV with increasing maximum node speed
in the urban scenario. We use data rates of 0.033, 2 and 25packets/s, indicated by
different curves in the figure. We report (a) delivery ratio, (b) average end-to-end delay,
(c) average delay jitter, (d) overhead in number of packets, and (e) overhead in number
of bytes.

for the highest data rate.
In general, it is surprising to see that the effect of increasing the node speed is

rather limited. This is of course partly because we considered only limited ranges of
speed. However, using higher speeds would be unrealistic in the given urban setting. It
appears therefore that in this kind of urban scenarios, the effect of the data send rate,
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the number of data sessions and the number of nodes in the network is much more
important than the effect of the node speed.

6.2.6 Supporting VoIP traffic data loads

In a final set of experiments, we investigate the issue of delivering sessions with VoIP
level data rates. In 6.2.2, we saw that both algorithms have trouble when data rates go
up to VoIP levels: AntHocNet drops to a delivery ratio of 67% and a delay of 0.19s, while
AODV has a delivery of 63% and a delay of 0.1s. Jitter is for both algorithms around
0.15s. To support good quality VoIP, a delivery ratio of 90% is needed, and end-to-end
delay should not exceed 0.15s (see [189]). Jitter is normally considered in conjunction
with delay, as applications deal with jitter by keeping packets in buffer for a short time
before delivering them; jitter can therefore be added to delay to count towards the delay
limit [189]. Using this approach, we can see that both in terms of delivery ratio and
delay, the standards needed to deliver good quality VoIP conversations are not met by
either of the algorithms. Here, we investigate this in more detail.

We do tests varying the number of data sessions from 1 to 10. All sessions are
bi-directional and send 25packets/s. The results are show in figure 6.9. When few
sessions are started, we can see that AntHocNet manages to reach the formulated VoIP
requirements both in terms of delivery ratio and delay (when delay and jitter are added
together). AODV on the other hand falls short on both requirements. Then, when the
number of sessions is increased, also AntHocNet fails to reach the VoIP requirements.

These reported results are averages over all the started communication sessions
though. In order to get a more precise view, we investigate for each scenario how many
of the individual sessions reach the cited requirements. In figure 6.10, we show this
number (a) as a fraction of the total number of started sessions, and (b) in absolute
terms. We can see that using AntHocNet, at least a few of the sessions can obtain VoIP
quality. When only one session is started, it almost always gets the required quality
(in 90% of the cases, as shown in figure 6.10a). Then, as more sessions are started,
the fraction of them that receive VoIP quality decreases. However, in absolute terms,
the total number of sessions that receive the required quality grows up to almost 2.5
when 4 sessions are started, and then remains more or less stable. Finally, when more
than 7 sessions are started, the absolute number also decreases. When 10 sessions
are started, on average about only 1 receives VoIP quality. This is because too many
sessions are interfering with each other. For AODV, the number of sessions receiving
the required service quality always remains low.

The results show that using AntHocNet it is in principle possible to support VoIP
in the given urban scenario. However, not all sessions can get the required levels of
service, and when too many sessions are started, all of them suffer. This indicates that
it might be useful to refuse some sessions to start (e.g., sessions that would likely not
receive the required quality anyway, because they need paths that go through highly
congested or poorly connected parts of the network) in order to be able to deliver a good
service to other sessions. This points to the importance of the use of admission control
or some other system for Quality-of-Service support in resource limited urban MANETs:
if only sessions that are likely to get the levels of service they need are allowed to start,
less bandwidth is wasted. For existing work on admission control in AHWMNs, see
e.g. [81].

6.3 Conclusion

In this chapter, we have studied the behavior of AntHocNet in an urban scenario. First,
we have given a detailed description of how we obtained a good and efficient simulation
of the working of an AHWMN in an urban environment. Then, we have presented results
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Figure 6.9: Results for AntHocNet and AODV with VoIP level data rates (25packets/s) and
varying numbers of data sessions in the urban scenario. We report (a) delivery ratio,
(b) average end-to-end delay, (c) average delay jitter, (d) overhead in number of packets,
and (e) overhead in number of bytes.

of a set of experiments in which we compared the performance of AntHocNet and AODV
in this setup.

As a setting for our urban scenario experiments, we used an area of 1561× 997m2 in
the center of the Swiss town of Lugano. We modeled node mobility in this area using
an adaptation of RWP in which node movements were limited to the streets and open
spaces in the town. Urban radio propagation was modeled using a preprocessing step,
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Figure 6.10: Sessions reaching VoIP quality requirements in terms of delivery ratio,
delay and jitter: (a) as a fraction of the total number of started sessions and (b) in
absolute numbers.

in which the network surface area was discretized and signal strengths between each of
the discrete points was calculated off-line using a raytracing approach. Finally, network
data traffic was modeled using bidirectional point-to-point data sessions with varying
data rates that could represent the typical data load generated by different types of
interactive communication applications. We used the QualNet discrete event network
simulator, and used the same network protocols as in the open space experiments of
the previous chapter.

In the results section, we first investigated general network properties of the AHWMN
in the urban environment. We observed that compared to open space scenarios, nodes
typically have less neighbors, network connectivity is less good, paths are longer, and
the network change rate is higher. Then, we discussed the results of a number of
tests in which we compared the performance of AntHocNet to that of AODV. In the first
tests, we studied the effect of increasing data rates. We observed that AntHocNet could
outperform AODV for most data rates, but noticed that it had more difficulties with
the highest data rate. Next, we investigated what happened when the number of data
sessions was increased. We saw that AntHocNet could each time outperform AODV,
and that it was AODV that had large difficulties when the number of sessions became
high. Then, we did tests with increasing number of nodes. Both algorithms had more
difficulties in networks with more nodes. AntHocNet outperformed AODV when low and
medium data rates were used, but had more difficulties at the highest data rate. After
that, we also investigated what happened with increasing node speeds. We found that
increasing the node speed had a relatively small negative effect on the performance of
both algorithms. Finally, we considered whether it would at all be possible to deliver
the level of service needed to support VoIP conversations in the given scenario. Our
conclusion is that using AntHocNet, it is in principle possible, if at least a mechanism
is applied to control which sessions are allowed to start.
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Chapter 7

Towards the implementation of
adaptive routing in AHWMNs

Most existing work on the development of routing algorithms for AHWMNs is carried
out in simulation, rather than in real deployment studies. This is also the case for the
work that has been presented in this thesis. An important factor that influences the
choice for simulation as a research tool is that building an AHWMN testbed is expen-
sive and requires a substantial effort, in which many technological issues need to be
resolved. Simulation is often the only real option for researchers who want to inves-
tigate a specific aspect of AHWMNs such as routing. Moreover, simulation also gives
other advantages, such as the ease with which different and large test scenarios can be
investigated, and the possibility to easily repeat previous tests. Nevertheless, since a
few years there is a growing awareness in the AHWMN research community that simu-
lation experiments have their limitations [54,124,117,260]. The main concern is that
the abstractions and simplifications used in simulation studies can have a significant
impact on the network behavior, so that observed results can diverge from what can
be expected in reality. Consequently, researchers are increasingly interested in the use
of real world testbeds to support research in AHWMNs. Several such testbeds have
been set up, such as the Roofnet experiment of MIT [30] and the Magnets project of
DTL [148].

In the current chapter, we describe work that we have done regarding the implemen-
tation of adaptive routing in AHWMNs. We have developed a system, called MagAntA1,
that is aimed at supporting adaptive routing in Linux based AHWMNs. MagAntA runs
as a daemon in user space. It is written in C, and possesses a modular structure, which
makes it easy to adapt and extend with new algorithms.

In what follows, we first describe related work on AHWMN testbeds and the im-
plementation of AHWMN routing algorithms. Then, we describe our MagAntA routing
system. Finally, we discuss how MagAntA integrates with the network protocol stack in
the Linux kernel. The material described in this chapter was based on work carried out
during an internship at DTL. It has been presented in [101].

7.1 On the deployment of AHWMNs

Here, we provide a general discussion on the deployment of AHWMNs. We first discuss
existing AHWMN testbeds. In particular, we give details about the Magnets testbed of

1The name MagAntA is derived from the Magnets testbed set up at DTL, the color magenta of the DTL logo,
and the ants that formed the initial inspiration for the adaptive routing algorithms we study.
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DTL, in order to give a concrete example of the kind of networks that MagAntA was
developed for. Then, we discuss the implementation of AHWMN routing algorithms. We
first describe in general the kind of issues that need to be addressed when implementing
a routing algorithm for AHWMNs. Then, we discuss existing implementations that have
appeared in the literature.

7.1.1 AHWMN testbeds

A number of AHWMN testbeds have been developed for research purposes and de-
scribed in the literature. These include the Roofnet project of MIT [30], the Magnets
project of DTL [148], the BerlinRoofNet project run by students of Humboldt University
in Berlin [1], the APE testbed of Uppsala University in Sweden [181], etc.. Most of these
testbeds are WMNs, although the APE testbed is meant for the deployment of MANETs.
Apart from these research testbeds, a number of WMNs have also been deployed by
local authorities in order to provide services to the general public. These include WMN
projects in Taipei [10] and Philadelphia [12]. Finally, some WMNs are arising in truly
ad hoc fashion from the voluntary efforts of computer enthusiasts. Examples of such
networks are the olsr.freifunk.net experiment in Berlin [9], and the FeuerFunk experi-
ment in Vienna and other Austrian cities [2]. Here, we discuss details of the Magnets
research testbed of DTL. Magnets was the network that MagAntA was in the first place
developed for. Its description will help the reader to get a concrete idea of the kind of
environment we are working in.

Figure 7.1: The layout of the Magnets backbone network in the center of Berlin. The
figure shows the name and the location of the buildings on which the backbone nodes
are placed, and indicates the wireless links that exist between them, with their lengths.
Figure taken from [148].

The Magnets network is a WMN that is deployed in the center of Berlin. It contains a
wireless backbone network of 5 nodes and a wireless mesh of 50 nodes. The structure of
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the backbone network is shown in figure 7.1. It consists of 5 mesh routers, with point-
to-point links between them. The mesh routers are placed on top of tall buildings, so
that they are in line of sight of each other. The links between them are realized using
directional antennas and are based on 802.11 technology. Two of the links (the one
between the T-Systems and ETF buildings, and the one between the T-Labs and TC
buildings) work at a frequency of 5Ghz, while the others work at a frequency of 2.4GHz.
Between two of the nodes (the HHI and T-Labs buildings), there are two parallel links.
Thanks to the spatial reuse of the directional antennas, these links can be considered
independent, so that they offer possibilities for data load balancing. The backbone
network provides reliable data transport at high rates (in experiments, throughputs of
up to 55Mbps have been measured). A detailed study of the properties and performance
of the backbone network has been described in [147]. The mesh part of the Magnets
network consists of 50 nodes that are routerboards with multiple Mini PCI cards. They
use omnidirectional antennas and run 802.11a/g technology. While the organization
of the backbone nodes is the result of careful planning and tuning, the mesh nodes
are placed in ad hoc manner, and their number can easily be extended. The combined
use of backbone and mesh nodes gives the magnets network a strongly heterogeneous
character. This heterogeneity will be increased in a later stadium, when the multiple
Mini PCI slots of the mesh nodes will be used to integrate different technologies, such as
GPRS [112], UMTS [11], WiMax [5], Bluetooth [33] and Zigbee [13]. Moreover, the plan
is to also investigate the integration with other WMNs that exist in the city of Berlin,
namely olsr.freifunk.net and BerlinRoofNet. All this heterogeneity is the main difference
between Magnets and other WMN testbeds, such as Roofnet and BerlinRoofNet, which
are flat networks consisting of only one type of nodes.

7.1.2 Implementations of AHWMN routing algorithms

When implementing a routing algorithm for AHWMN deployment, one has to deal with
a number of important issues [38]. A first of these is addressing. WMN nodes should be
able to identify themselves even before IP addresses are assigned. This is not so much a
problem for mesh routers such as the nodes in the Magnets backbone network, but it is
for mesh nodes that are connected to the network in ad hoc fashion. For these nodes,
connectivity to a server providing IP addresses cannot always be guaranteed. More-
over, some form of routing will need to be performed to reach such a server. Therefore,
address auto-configuration is important. A second issue is the integrated use of the
different wireless interfaces available on each node. A node that has for example a
bluetooth interface and an 802.11 interface will have different neighbors on each of
these two interfaces, so that it in fact takes part in two different networks. These differ-
ent networks should be integrated to form one AHWMN. A third issue is the integration
with the existing TCP/IP network protocol stack and the routing protocols therein. AH-
WMNs often need to connect to other networks (e.g., the Internet), running traditional
routing protocols such as OSPF or RIP (see section 3.1). It is important that these proto-
cols integrate smoothly with the AHWMN routing protocol. Finally, an important aspect
for any system addressing these issues is that it should require minimal or no changes
to existing operating systems and firmware, in order to provide easy installation and
portability.

A number of approaches to implement AHWMN routing functionality have appeared
in the literature. Here, we give a short description of the most interesting ones. We give
special attention to how they deal with the different issues listed above.

The first implementation of an AHWMN routing protocol that was made publicly
available is Mad-hoc AODV [174], an implementation of AODV for use under Linux. In
this implementation, all code runs in user space, and no modifications whatsoever are
made to the Linux kernel. This means that Mad-hoc AODV can get only limited feed-
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back about what is going on inside the kernel and in particular inside the routing layer
in the network protocol stack. It deals with this problem by making use of snooping: it
monitors what kind of packets are being sent out by the kernel and derives from that
which routing information is needed and which actions should be taken. For example,
to find out that a new route setup is needed, Mad-hoc AODV checks for request pack-
ets sent out by the Address Resolution Protocol (ARP) [215]. ARP is a protocol used in
broadcast type networks such as Ethernet in order to map IP addresses to MAC ad-
dresses: when a node does not know the MAC address that corresponds to a give IP
address, it uses ARP to find this out. Therefore, when Mad-hoc AODV observes that
the local node is sending out an ARP request message, it infers that the node does not
know how to reach a certain destination, and reacts to this with the transmission of
an AODV RREQ. Once it has obtained a route, it updates the routing tables in IP. In
a similar way, all other AODV events are derived from packet snooping. The functions
needed to perform snooping, as well as the functions to update IP routing tables, exist
in the kernel and are available to user space programs. The approach of making ab-
solutely no modifications to the kernel gives Mad-hoc AODV the advantages that code
development and installation are easy, and that it is portable across different systems.
There are however several disadvantages. In the first place, the approach is quite inef-
ficient. In the example of the snooping of ARP requests to define the need for a route
setup, it is clear that the sending of the ARP request is not needed and leads to ex-
tra overhead. A second disadvantage is that the system is dependent on the working of
ARP and IP and the synchronization between them. Apart from these disadvantages, we
point out that also other issues, including address auto-configuration, the integration
of different network views, and the integration with other networks, are not dealt with
in this system. Moreover, Mad-hoc AODV was found to contain several severe bugs (see
e.g. [199]). Now, it is no longer supported or distributed.

In [57], the authors present an different implementation of the AODV routing algo-
rithm, called AODV-UCSB. This implementation makes use of Netfilter [144], a packet
filtering framework that is available inside Linux. Netfilter consists of a number of hooks
that are present at various points in the Linux network protocol stack. Data packets
traversing any of these hooks are diverted to functions in user defined kernel modules,
where they can be examined, modified, queued or dropped. In the case of AODV-UCSB,
a kernel module is defined that stores incoming and outgoing data packets until a rout-
ing decision is taken for them. The actual routing is done by a daemon running in user
space, which acts upon the stored data packets. This way, the use of other routing
algorithms is circumvented. An advantage of this approach is that the routing code
running in user space can easily be adapted and modified, while the necessary kernel
code is limited to the definition of a kernel module, which is easier to install and port
than a kernel modification [216]. A disadvantage of the approach is that it does not
include solutions for integration with other networks, for address auto-configuration,
and for the integrated use of different network interfaces. A different implementation of
AODV that follows a similar approach to AODV-UCSB is AODV-UU [181]. In its newest
versions, this system does include solutions for addressing and integration with other
networks.

In [69], yet another implementation of AODV is described. Here, AODV is imple-
mented as an extension inside ARP. As explained before, the ARP protocol allows nodes
in broadcast networks to find out the MAC address that is associated with a certain
IP address. In the normal mode of operation, a requesting node A broadcasts an ARP
request message with the IP address of a node B. If B receives the message (i.e., a node
with the requested IP address exists on the same broadcast network), it sends back
an ARP reply message containing its MAC address, and A can start sending to B. A
special case is when B exists in a different network that is connected to A’s network via
a gateway node G. G can then answer to A’s ARP request, and A maps B’s IP address to
G’s MAC address, indicating that all packets for B need to be sent to G. This technique
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is called Proxy ARP [48]. It allows communication with remote nodes in a way that
is transparent to the routing algorithm at the IP layer: to IP, it seems that the remote
node B is reachable in one hop and that no routing is needed. The authors of [69] adapt
the working of Proxy ARP to integrate AODV in it. ARP requests are replaced by AODV
requests, and they can be forwarded over multiple hops. ARP replies are replaced by
AODV replies. Routes are set up by associating the IP address of the destination node
to the MAC addresses of the different next hops along the path between source and
destination. This approach has as an advantage that it allows a smooth integration
with the TCP/IP protocol stack and with traditional routing protocols. This is because
the AHWMN routing is done completely inside ARP, transparent from the IP layer and
its routing algorithms. An important disadvantage is that it requires a change in the
ARP protocol, which is not straightforward to implement and not easily portable. Other
disadvantages are that the system relies on the availability of IP addresses (and thus
does not solve the address auto-configuration issue), and that it does not provide inte-
gration between the network views provided by the different network interfaces that are
present in a node.

An interesting property that makes the latter implementation different from the for-
mer ones, is that it is not implemented at layer 3 (the IP layer), but below it: since ARP
functions as some kind of glue between the IP layer and the MAC layer, it can be seen
as residing at layer 2.5. The main advantage of working at layer 2.5 is the possibil-
ity to offer AHWMN functionality in a way that is transparent to the IP layer and the
routing algorithms therein. This transparency makes it easier to integrate with other
networks and to allow coexistence with traditional Internet routing protocols. A number
of other AHWMN routing implementations follow a layer 2.5 approach. A first example
is LUNAR [259], which also integrates AHWMN routing with ARP. Like the AODV im-
plementation described above, it replaces ARP requests by route requests which can
be forwarded to set up paths. LUNAR has as an interesting feature that it repeats
route setups every three seconds in order to proactively deal with changes in the net-
work (in this way, it can be considered a hybrid approach like AntHocNet; see also
subsection 4.3.3). The system also provides solutions for address auto-configuration
and integration with other networks. A different example of a layer 2.5 approach is
Lilith [264]. Here, the routing algorithm is not implemented inside ARP, but inside Mul-
tiprotocol Label Switching (MPLS) [223]. MPLS is a protocol for constructing paths at
layer 2.5, transparent to IP. In Lilith, MPLS path setups are replaced by route setups
of a simple reactive routing protocol. Like LUNAR, also Lilith can deal with address
auto-configuration and integration with different networks. Finally, two other ad hoc
routing implementations that work at layer 2.5 are MCL [7], which runs under Win-
dows, and Ana4 [37, 38]. They both follow an approach that uses an ad hoc virtual
interface. The idea is to define an extra, virtual interface next to the interfaces that are
already present in the nodes. This virtual interface contains all the functionality related
to ad hoc networking, including the routing algorithm. For details about this approach,
we refer to subsection 7.3.1, where we describe Ana4.

7.2 The MagAntA routing system

In this section, we describe the MagAntA routing system. First, we present the general
structure of the system. Then, we discuss each of its different components separately.
These are the control module, the routing interface and the routing module. We con-
clude the section with a description of the adaptive routing algorithm that is currently
implemented in MagAntA.
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7.2.1 The program structure

A schematic representation of the MagAntA routing system is shown in figure 7.2. It
consists of a daemon that runs in user space. The advantage of working in user space
as opposed to kernel space is that coding and debugging is easier, while a disadvantage
is that the system’s working is less efficient. We opted for this approach because we see
MagAntA mainly as a research tool, rather than a finished product for routing.

User space

Kernel space

MagAntA routing daemon

Routing module

Control module

Routing interface

Data packets Control packets

Figure 7.2: The structure of the MagAntA routing system.

The MagAntA routing daemon performs routing on a per packet basis, meaning
that it provides a new routing decision for each data packet. This gives maximum
flexibility to the system, and allows to implement adaptive routing strategies such as
probabilistic data forwarding. In order to implement per packet routing, MagAntA relies
on kernel modules that send all data packets up to user space. These kernel modules
are developed independently by fellow researchers at DTL and are therefore described
separately in section 7.3; here we focus our attention on the user space routing daemon.

Internally, the program structure of MagAntA consists of two main modules: the
control module, which provides basic functionality that is needed for any routing al-
gorithm, and the routing module, which contains the actual routing logic. The two
modules communicate through a simple interface, which we call the routing interface.
The advantage of this modular structure is that the routing algorithm code can be devel-
oped independently from technical issues. Below, we describe each of the two modules
and the interface. For a more detailed account of the system, we refer to the related
technical report [100].
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7.2.2 The control module

The function of the control module is to sustain the working of the daemon and to pro-
vide basic functionality to the routing module. The daemon is implemented using an
infinite for-loop, in which the program waits for different events to take place. In par-
ticular, it waits for data packets coming from the kernel, for incoming control packets,
for routing events timing out, and for user interrupts (which can be used to pause the
daemon). When either of these happen, it takes the appropriate actions.

The functionality provided by the control module to the routing module includes four
basic services. The first is to gather information about the local host, such as the avail-
able network interfaces and their MAC addresses, the local IP address (if it is available),
etc.. It presents this information to the routing module, so that it can be used by the
routing algorithm. The second service is the transfer of data packets to and from the
kernel. For this part, it communicates with kernel modules that send packets up to
user space. Details about these kernel modules are given in section 7.3. The control
module deals with the technical issues involved in interacting with the kernel modules
and hides these from the routing module. Upon reception of a data packet, it stores the
packet in a static buffer, and provides the routing module with pointers to fields in the
packet headers that are relevant for routing, such as the destination address, the next
hop address, the outgoing interface, etc.. The routing algorithm can then work directly
with these pointers without being aware of the structure of the data packets or their
headers. The third service is the sending and receiving of control packets. For this ser-
vice, the control module communicates directly with the device drivers of the different
network interfaces in the kernel. This is done through the use of raw packet sockets
that are standard available in the kernel [244]; no kernel modules or modifications
are needed. To the routing module, several different possibilities to transmit control
packets are provided. These include unicast and broadcast transmission, as well as
delayed broadcast transmission, in which the control packet is broadcast after a short
random jitter (this is useful for the implementation of flooding). The fourth service is
event scheduling. The control module keeps an event list, to which the routing module
can add any event that it needs. Whenever an event times out, the control module calls
the event handling function of the routing module.

7.2.3 The routing interface

The function of the routing interface is to form a bridge between the control module,
which provides basic functionality, and the routing module, which contains the rout-
ing protocol logic. Its most important component is the routing interface structure,
which defines all communication possibilities between the two modules. Apart from
this structure, the routing interface code contains also a number of other structures
and functions that provide useful functionalities for the routing module. These include
functions to copy and compare addresses and time structures.

The contents of the routing interface structure are shown in figure 7.3 (some details,
such as the parameters taken by each of the functions, are left out here to improve
readability). It contains a pointer to a local data structure and a number of function
pointers. The local data structure contains information about the local host, and is
filled in by the control module. It contains the name of the local host, its IP address,
the IP, ad hoc and MAC broadcast addresses, and the list of devices available for ad
hoc routing, with their names and MAC addresses. This is basic information that is
needed by the routing module. The function pointers of routing interface are used for
the communication between the control module and the routing module. The first
half of these pointers are filled in by the control module, in order to allow the routing
module to make use of the functionality it provides. They include a function to send
data packets to the kernel (either to be delivered locally or to be forwarded), different
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functions to send control packets over the network (see subsection 7.2.2), a function
to schedule events, and one to remove previously scheduled events. The other half of
the function pointers are filled in by the routing module. They allow the control module
to call the routing module whenever needed. They include a function to initialize the
routing algorithm and one to start it, a function to deliver received data packets to the
routing algorithm, one to deliver received control packets to it, and one to pass it events
that have timed out.

struct routing interface {
struct local data *local data;

void (*send data packet)();
void (*control unicast)();
void (*control broadcast)();
void (*control broadcast jitter)();
void (*schedule event)();
void (*unschedule event)();

void (*initialize routing algo)();
void (*start routing algo)();
void (*deliver data packet)();
void (*deliver control packet)();
void (*handle event)();

};

Figure 7.3: Declaration of the routing interface structure. Some details were left out
to improve readability; e.g., the parameters taken by each of the functions are left out
here.

7.2.4 The routing module

The routing module contains the actual routing code. Since lower level technical issues
are taken care of by the control module, this code can concentrate on the algorithm
logic. The routing interface provides a clear definition for the interactions between the
routing module and the control module, which simplifies the design and integration of
new routing algorithms. On the one hand, the interface describes the functions that are
provided by the control module and can be used by the routing module (the top half of
the function pointers shown in figure 7.3). On the other hand, it describes the functions
that the routing module needs to implement so that the control module can call it (the
lower half of the function pointers shown in figure 7.3). To integrate a new algorithm
into the system, it is sufficient to provide implementations for these latter functions
and initialize the function pointers with them. Currently, we have implemented one
adaptive routing algorithm in the routing module of MagAntA, which we describe below
in subsection 7.2.5. We would like to point out that the followed approach is quite
general, and that also more traditional routing algorithms, such as AODV or OLSR,
could be added to the system.

7.2.5 The MagAntA adaptive routing algorithm

The adaptive routing algorithm that is currently implemented in MagAntA can be con-
sidered a simplified version of AntHocNet. The algorithm is partly reactive, in the sense
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that nodes only gather routing information about destinations that they are commu-
nicating with. Therefore, when a source node starts a data session to an unknown
destination, it executes a route setup process, in which it looks for an initial route to
the destination. During the course of the session the algorithm works proactively: the
source node periodically sends out ant agents towards the destination, in order to find
new paths, and to update information about existing ones. Pheromone values are based
on the round-trip-time experienced by the ants. Data are forwarded stochastically ac-
cording to the pheromone tables. Link failures are detected using hello messages and
are dealt with using warning messages. In what follows, we give details about each of
these elements.

When a node in the network starts a data session to an unknown destination, it
reactively starts a route setup process, in which it searches for initial routing informa-
tion. This process consists of flooding a reactive forward ant over the network in search
of the destination. When the ant arrives in an intermediate node, this node’s address
is added to the ant, and the ant is forwarded. The forwarding at intermediate nodes is
normally done by broadcasting, unless the ant is in a node where routing information
to its destination is available. In that case, the ant is unicast to a stochastically chosen
next hop. The probability of choosing a next hop n is given in formula 7.1.

Pnd =
(τnd)β1

∑
j∈N (τjd)β1

(7.1)

In this formula, τnd is the pheromone associated with neighbor n and destination d.
By raising it to a power β1, exploration can be encouraged (β1 < 1) or limited (β1 > 1).
When a copy of the forward ant reaches the destination, a backward ant retraces the
forward path and updates the routing tables of intermediate nodes. In this way an
initial route is established between the source and destination of the session.

During the course of the session, the source node proactively tries to improve and
extend existing routing information. To this end, it periodically sends out proactive
forward ants to sample existing and new paths towards the destination. Proactive ants
are not broadcast, but are unicast based on the pheromone values. Like during the
unicasting of reactive forward ants, a next hop is chosen probabilistically at each node.
The probability for a proactive forward ant with destination d to take next hop n is given
in formula 7.2.

Pnd = (1− q) · (τnd)β2

∑
j∈N (τjd)β2

+ q · 1
|N | (7.2)

In this formula, (1 − q) is the probability that the ant will be forwarded using the
pheromone values. Again, we raise the pheromone value τnd to a power β2, in order to
increase exploration (β2 < 1) or decrease it (β2 > 1). q is the probability that uniform
forwarding is applied. This is another way of enhancing exploration: each of the |N |
neighbors can be picked with probability (1/|N |). While a low value for power β2 can
allow the exploration of paths with low pheromone, uniform forwarding allows to choose
neighbors for which no routing information at all is available. Different from AntHocNet,
we do not implement pheromone diffusion (see subsection 4.2.3) here, in order to keep
the first algorithm implementation in MagAntA simple. Therefore, there is no virtual
pheromone available to guide the exploration of unknown paths. The source nodes
stop sending proactive ants to a destination if for a certain period no data have been
sent to this destination.

Pheromone variables are calculated based on the round trip times (RTT) experienced
by the ants. When a forward ant passes through a node, this node adds its address to
the ant, and a timestamp. When the backward ant arrives back at the same node, the
timestamp in the ant is compared to the current time in the node to get the RTT. This
allows to get a good estimate without the need for synchronized clocks in the different

141



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

nodes. Pheromone values are updated as indicated in equation 7.3. As pheromone
represents a goodness value rather than a cost, we update with δid, which is the inverse
of the RTT from the current node through neighbor i to destination d. γ is a discounting
factor. The use of RTT as a routing metric is different from AntHocNet, where the best
results were obtained when paths were evaluated based on information about the qual-
ity of the wireless radio link (see subsections 4.2.6 and 5.3.2). Unfortunately, in many
existing systems it is difficult to obtain such information from the physical or MAC
layer protocols, and we decided therefore not to use it here. In a later implementation,
we could implement local probing by the routing algorithm itself to find out about link
quality. This is the approach followed in the Roofnet project of MIT [30].

τid ← γ · τid + (1− γ) · δid (7.3)

Data packets are forwarded stochastically according to the pheromone values. How-
ever, different from proactive forward ants, there is no uniform routing for data packets,
and the power exponent β3 that the pheromone is raised by is higher than for ants, so
that there is a stronger preference for the best paths. This is because stochastic routing
for data packets is not meant for exploration, but rather to spread the data load over
multiple available good paths. The probability for a data packet with destination d to
take a next hop n is given in formula 7.4.

Pnd =
(τnd)β3

∑
j∈N (τjd)β3

(7.4)

Link failures are detected via hello messages. Hello messages are short beacon
messages which are sent out periodically by each node. When a node hears a hello
message from another node, it knows that this node is its neighbor. When for a multiple
of the hello beacon period no beacon was received anymore from the other node, the
connection to the neighbor is considered broken. This mechanism for failure detection
is similar to the one used in AntHocNet (see subsection 4.2.5). However, in AntHocNet
link failures could additionally be detected when unicast transmissions failed. This
is not possible here, because feedback about transmission failures are normally not
given by the Linux routing protocol stack (one possible solution is available if the Linux
kernel contains the Linux Wireless Extension [258], which is at the moment however
not supported in many systems and for many drivers).

When a connection failure is detected, the routing algorithm simply removes all the
entries concerning this neighbor from its pheromone table. It does not immediately
warn other nodes about the changed situation. However, it is possible that due to the
lost connection, the node now no longer has a path to some destination. If this is
the case, and the node is still receiving data packets for this destination, it unicasts a
warning back to the node that is sending these data packets, stating that this route is
no longer valid. This approach of dealing with link failures is different from AntHocNet,
on the one hand to keep the first implementation in MagAntA simple, and on the other
hand because we expect to use MagAntA on WMNs rather than MANETs, where network
change rates are lower and fast reactions to link failures are therefore less crucial.

7.3 Integration with the Linux kernel

In this section we discuss how the MagAntA routing daemon running in user space
integrates with the TCP/IP network protocol stack inside the Linux kernel. First, in
subsection 7.3.1, we explain the approach using Ana4, a layer 2.5 architecture for
the deployment of WMNs. A prototype of this system has been developed by fellow
researchers at DTL [233]. However, a number of problems were also encountered. We
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discuss these problems and the current state of the system in subsection 7.3.2. Then,
in subsection 7.3.3, we discuss a number of possible alternative approaches.

7.3.1 Ana4

The current implementation of MagAntA relies on Ana4 [37, 38], an architecture for
the deployment of AHWMNs using Linux. Ana4 provides solutions for AHWMN related
issues such as address auto-configuration, combining the views provided by different
network interfaces, and providing a smooth integration with the existing protocols in
the TCP/IP network protocol stack (see also subsection 7.1.2). Its functionality is placed
in an ad hoc protocol layer, which is located at layer 2.5, between the link layer (layer
2) and the IP layer (layer 3). By working at layer 2.5, Ana4 can hide AHWMN related
complexity from protocols both at lower and higher layers, so that no changes are
needed for those. For the interaction between the Ana4 system in the Linux kernel and
the MagAntA routing daemon in user space, we make use of a new version of Ana4 [233],
developed at DTL, in which each individual data packet is sent up to user space to be
routed. An overview of the full system is given in figure 7.4. In what follows, we explain
details of this setup. We discuss how Ana4 is implemented inside the TCP/IP network
protocol stack in the Linux kernel, how it deals with issues of AHWMN deployment, and
how it interacts with the MagAntA routing daemon.
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Figure 7.4: The integration of MagAntA with the Linux kernel using Ana4.

The integration of Ana4 at layer 2.5 is based on the definition of a virtual interface:
Ana4 presents itself as a new, virtual network interface, which exists in parallel to the
real interfaces that are present in the node. We refer to this interface as the Ana4 ad hoc
interface. For the IP protocol at layer 3, the Ana4 system appears to be an extra layer
2 interface. This situation is illustrated in figure 7.5a. IP considers this new interface
as the single interface over which it sends and receives all data packets to and from
the WMN. Inside the virtual interface, packets are in the layer 2.5 architecture, where
they are treated by Ana4. If they are outgoing packets coming from IP or if they are
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packets in transit, they are assigned a next hop and outgoing (real) interface, and are
passed on to this interface. If they are incoming packets arriving at their destination,
they are passed on to IP. For the other (real) interfaces at layer 2, the Ana4 ad hoc layer
appears as another layer 3 protocol that they exchange data packets with, more or less
in parallel to IP. This is illustrated in figure 7.5b. The interfaces distinguish between
packets from IP and those from the ad hoc layer based on the MAC type field in the
packet headers.

Interface
1

Interface
2

Interface
3

Ana4 ad hoc 
interface

IP layer IP layer Ana4 ad hoc layer 

Interface
1

Interface
2

Interface
3

(a) (b)

Figure 7.5: The Ana4 ad hoc layer, (a) as seen from layer 3, and (b) as seen from layer
2.

Let us now give some details about how Ana4 deals with the AHWMN deployment
issues that we pointed out in subsection 7.1.2. The first of these is addressing. Ana4
maintains a separate ad hoc address space. Each node independently derives its own
unique ad hoc address, based on one of its MAC addresses, and maintains a table with
known mappings between IP addresses and ad hoc addresses for other nodes in the
network. Data packets are given a small extra header in which the ad hoc addresses
of their source and destination are stored, and packet forwarding inside the AHWMN
is based on these addresses. The second issue is the integrated use of the different
wireless interfaces. This is obtained through the virtual interface approach: while the
ad hoc layer sends and receives packets over the different available interfaces, IP only
communicates with the virtual interface, so that it perceives the AHWMN as a sin-
gle interface network. This makes it easy to deploy heterogeneous AHWMNs such as
the Magnets testbed described earlier in subsection 7.1.1, where nodes communicate
through different wireless technologies. Even, there is no need for the used interfaces
to be wireless, and one could also include wired links in the network. The third issue is
integration with other networks and existing IP routing protocols. Ana4 performs rout-
ing inside the ad hoc layer. It assigns next hops to data packets that are sent over the
AHWMN based on an internally maintained routing table. By placing AHWMN routing
inside the ad hoc layer, it is transparent to IP. This means that from IP’s perspective,
the AHWMN seems to need no routing, so that it appears like a flat, single-hop network,
similar to an Ethernet bus. This way, compatibility with IP routing algorithms running
in the Internet is straightforward. Finally, we point out that all the code for Ana4 is de-
fined in kernel modules. This means that no kernel modifications are needed, allowing
easy installation and good portability.

In the original Ana4 system, data forwarding is based on the use of three tables: the
ARP table, which contains the mapping between IP addresses and ad hoc addresses for
known destinations, the COM table, which is the actual routing table holding a next
hop ad hoc address for each destination, and the ATP table, which is the table with
lower layer information storing an outgoing interface name and MAC address for each
neighbor (next hop). A simplified representation of the different tables is shown in fig-
ure 7.6. The tables are kept in the ad hoc layer in kernel space, and are updated by
a routing daemon running in user space, through the use of IOCTL commands. This
way, the user space routing algorithm defines the forwarding of data packets indirectly
through the tables. In the current version of Ana4, the proactive OLSR protocol is im-
plemented for this purpose. For the working with MagAntA, this table based approach
is not satisfactory. Since we want to support per packet stochastic data load spreading,
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(a)

IP address Ad hoc address

192.168.1.1 000e:35b3:dedb:0001
192.168.1.3 0002:442a:35ed:0001

... ...

(b)

Destination Next hop

000e:35b3:dedb:0001 0002:442a:35ed:0001
0002:442a:35ed:0001 0002:442a:35ed:0001

... ...

(c)
Neighbor ad hoc address MAC address Device

0002:442a:35ed:0001 00:02:44:2a:35:ed eth1
... ... ...

Figure 7.6: The different tables used for routing in Ana4: (a) the ARP table maps IP
addresses to ad hoc addresses, (b) the COM table maps destination ad hoc addresses
to next hop ad hoc addresses, and (c) the ATP table maps next hop ad hoc addresses to
MAC addresses and outgoing device names. Example adapted from [38].

we need to be able to take a new routing decision for each individual packet. This is
not possible if the routing daemon influences data routing indirectly through the rout-
ing tables that are present in Ana4. Therefore, we use a different version of the Ana4
system [233], in which the ad hoc layer sends the address part of each packet up to
user space (sending the data part is avoided to improve efficiency), through a character
device file. The MagAntA routing daemon then fills in the necessary address fields in
the ad hoc and MAC headers, and sends the packet back down. After that, the ad hoc
layer resumes its normal operation. This approach is illustrated in figure 7.4, where
the solid arrows show the flow of data packets.

7.3.2 Current state of the system

The MagAntA system has been implemented to work with the Ana4 architecture de-
scribed above. The adaptation of Ana4 that sends data packets up to user space was
developed by colleagues at DTL [233]. Currently, their system is working sufficiently
well so that preliminary testing and debugging of the MagAntA code could be performed.
However, there are some problems with the adapted Ana4 system that make the per-
formance unsatisfactory and limit the possibility for extensive testing of MagAntA.

The most important problem with the adapted Ana4 system is that it is unstable and
fails after a number of packets have been sent. This has to do with locking issues. The
original Ana4 system uses a lock on the entire module for the period that a data packet
is being held. However, when each data packet is sent up to user space, such a lock
cannot be maintained. Efforts were made to solve this problem, by breaking the lock
into smaller ones, but they lead to unstable behavior of the system. Another problem
is the low performance. The followed approach to send the data packets from kernel
to user space using a character device file involved additional copying of the address
part of the packets, introducing extra delay in packet processing. Precise performance
data for the adapted Ana4 system are not given in [233], but the system is stated
to be “too inefficient to cope with even the relatively small packet rates that occur in
WMNs”. Finally, a third problem is that there is relatively little support for Ana4. The
researchers that were involved in the development of the original system have moved
on to other projects and the system is no longer actively supported.

Due to the above problems, we are currently looking for a different way to integrate
MagAntA with the Linux kernel. We describe some candidate solutions below in sub-
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section 7.3.3.

7.3.3 Other approaches

Here, we explore other possibilities to integrate the MagAntA routing daemon with the
Linux kernel. We look for systems that allow as much as possible to stick to the original
design architecture laid out for MagAntA. We first discuss an approach that builds on
an existing implementation of the AODV routing protocol, and then one that uses Click
router.

In subsection 7.1.2, we have described several existing implementations of the AODV
routing protocol. Of these, the AODV-UCSB [57] implementation has a design that
is similar to the one that we are following with MagAntA. It uses a routing daemon
that runs in user space and that makes routing decisions on a per packet basis. The
integration with the kernel is obtained through Netfilter and a kernel module. Each
packet entering or leaving the node passes through the Netfilter hooks, from where it
is redirected to a kernel module. This kernel module temporarily queues the packet.
The user space daemon then takes a routing decision for each queued data packet.
The main difference with the approach we have been following is that data packets
do not go up to user space. Instead, the routing module manipulates the packets in
the kernel space. Nevertheless, per packet routing is still possible, and all routing
code remains in user space. This means that limited changes would be needed to
MagAntA in order to work with this system; it would suffice to adapt the functions in the
control module that deal with receiving and sending data packets. The changes could
be made transparent from the routing module. Disadvantages of using the AODV-UCSB
approach is that, different from Ana4, this system does not provide ready solutions for
some important AHWMN related issues such as address auto-configuration, integration
of heterogeneous interfaces, and a smooth integration with other networks running
traditional IP routing algorithms.

A different approach, which is also proposed in [233] in response to the problems
with Ana4, is to use a Click router. Click [155] is a flexible, modular software ar-
chitecture for building configurable routers under Linux. The Click system defines a
number of modules, called elements, which carry out basic functionality that is needed
in a router. Examples of existing elements are Queue, which queues data packets,
LookupIPRoute, which looks for the destination of a packet in a static routing table,
ToDevice, which hands packets to a Linux device driver for transmission, etc.. To build a
Click router, one needs to select a combination of these elements that together perform
the required functionality, and define connections between them. If the functionality of
existing elements is not sufficient, one can also program new elements: all elements are
written in C++ and are subclasses of the class Element. Once a Click router has been
put together, it can be placed in the Click system to function as a Linux router. One
has the choice between running the router using a Linux in-kernel driver, or using a
user-level driver. While the former gives better performance, the latter allows easier de-
bugging and fast prototyping. For MagAntA, the advantage of working with Click would
be that we can continue working in user space, and maintain a modular and flexible
structure for the program. Another advantage is that Click is widely used and well
documented and supported, which makes it an easy to use developing environment. A
disadvantage is that we would need to make considerable changes to the structure of
MagAntA, in order to make it adhere to the typical structure of a Click router in which
the code is organized according to the flow of packets through a connected system of
elements. Moreover, we would need to program a number of new Click elements to
support functions that are needed in adaptive routing. Another disadvantage is that,
unlike Ana4, Click does not support ready solutions for AHWMN related issues such as
address auto-configurations and the like. Since, however, Click allows flexible routing

146



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

design, such solutions could be implemented.
When comparing the two possibilities described above, it seems that the approach

using the AODV-UCSB implementation would be the easiest solution to continue with
the work implemented so far. However, the approach using Click gives more flexibility
and is better documented and supported, so that in the long run, it might be more
interesting to invest the extra effort needed to migrate to Click.

7.4 Conclusion

In this chapter, we have described efforts that we have made towards the implementa-
tion of adaptive routing in AHWMNs. We have presented the MagAntA system, a user
space routing daemon for adaptive routing. MagAntA has a modular structure, con-
sisting of a control module, a routing module, and a routing interface between these
two. This structure, together with the fact that the system runs entirely in user space,
makes it easily extendible and adaptable, so that it is an easy to use research tool.
For integration with the Linux kernel, the MagAntA system relies on Ana4, a layer 2.5
architecture for the deployment of AHWMNs. The interaction between MagAntA and
Ana4 is established through packet forwarding: we use an adapted version of Ana4,
developed by colleagues at DTL, in which each data packet is sent up to user space to
be routed. The fact that each data packet can be routed individually by the MagAntA
routing daemon provides the flexibility that is needed to perform adaptive routing.

The work presented in this chapter is still in progress. While MagAntA has been
subjected to preliminary tests, these were only sufficient to do debugging and verify
basic functionality. Thorough tests of the system to get performance data have not
been carried out yet. This is due to programming problems that were encountered
by the developers of the adapted Ana4 system. This system is currently still unstable
and gives poor performance. We have described some possible alternatives for the
integration of Ana4 with the kernel, using the existing AODV-UCSB system and using
Click. Further developments will be needed to find out which approach is best suited
for our work.

147





Chapter 8

Conclusions

In this thesis, we have addressed the problem of adaptive routing in AHWMNs using
techniques from AI and ACO. We have first given an introduction to the fields of AH-
WMNs and adaptive routing. Then, we have described the AntHocNet routing algorithm,
and next, we have presented a range of experimental tests in which we investigated the
behavior and performance of this algorithm. The tests were carried out both in tradi-
tional open space scenarios and in an urban setting. Finally, we have also described a
system for the implementation of ACO algorithms in real world testbeds.

In what follows, we first give an overview of the contributions and findings of this
thesis, and then discuss possible future research directions.

8.1 Contributions and findings of this thesis

The main contribution of this thesis is the development of the AntHocNet routing al-
gorithm. AntHocNet has a hybrid architecture, whereby a reactive route setup process
is used at the start of each new communication session in order to obtain an initial
path for data forwarding, and a proactive route maintenance process is run through-
out the duration of the session with the objective to keep information about existing
paths up-to-date and to explore new and possibly better paths, continuously adapting
to the changing network environment. AntHocNet also possesses a number of reactive
mechanisms to deal with link failures, such as the transmission of failure notification
messages and the possibility to execute local route repairs.

A distinct feature of AntHocNet is that it is based on methods from AI. In particu-
lar, it uses elements from ACO and from dynamic programming. From ACO it inherits
the use of continuous Monte Carlo sampling of full paths, and the use of stochastic
decision making. From dynamic programming, it adopts the use of information boot-
strapping. Both Monte Carlo sampling and information bootstrapping are important
paradigms in the field of reinforcement learning. In AntHocNet, Monte Carlo sampling
is applied extensively throughout the different components of the algorithm, while in-
formation bootstrapping is the basis of the pheromone diffusion process that is part of
the proactive route maintenance process. While the continuous sampling of full paths
provides adaptivity and reliability, information bootstrapping gives a highly efficient
but potentially unreliable way of spreading routing information. In the combination of
both techniques, the sampling practices can be considered a way to confirm the infor-
mation suggested earlier by the information bootstrapping process. This approach to
combining Monte Carlo sampling and information bootstrapping is inherently different
from other ways of integrating these two important learning paradigms in the field of
reinforcement learning.
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We have evaluated the AntHocNet routing algorithm in a wide range of different
tests. A first set of tests was based on standard, open space scenarios. This is a com-
mon approach in the field AHWMN research, and was adopted here in order to allow fair
comparisons. In these tests, we first compared AntHocNet to existing state-of-the-art
AHWMN routing algorithms, including AODV, an important reactive routing algorithm,
OLSR, a representative proactive routing algorithm, and ANSI, which is like AntHocNet
based on ACO. Results showed that AntHocNet could outperform the other three algo-
rithms over a wide range of different scenarios. Specifically, AntHocNet turned out to
perform well in tests with increasing levels of mobility, to deal better than the other al-
gorithms with different levels of data load, to cope well with sparse network situations,
and to scale well to networks of increasing sizes. On the downside, AntHocNet’s advan-
tage was decreased when mobility got very high, and the algorithm was outperformed
by AODV when node density got high. In the same test scenarios, we also investigated
the internal working of AntHocNet. We alternatively enabled and disabled various com-
ponents of the algorithm, and investigated their influence. We found that the proactive
maintenance process always has a high contribution to the algorithm’s performance,
and that this process should work as fast as possible (i.e., producing large and frequent
update messages), as long as no excessive levels of overhead are reached. The local
route repair mechanism was found to give important advantages in large networks, but
to have a negative impact in small networks. Among the different routing metrics, the
SINR based measure gave best results. Finally, we found that, contrary to results in
wired networks, stochastic forwarding of forward ants and data did not give advantages;
it is better to exploit the best available information.

A second set of tests was based on an urban scenario. We proposed a simulation
setup providing a detailed and at the same time computationally efficient modeling of
outdoor radio propagation, node mobility, and user traffic. We applied this model using
the street map of Lugano as a reference. We first investigated properties of the urban
network graph and compared them to those of equivalent open space environments. We
found that nodes have less neighbors, that network connectivity is worse, that paths are
longer, and link durations shorter. Next, we compared the behavior of AntHocNet with
that of AODV in this setup, applying tests in which we varied data send rate, number
of data sessions, node density, and node speed. We found that AntHocNet profits from
the lower local density in urban settings to let its proactive mechanism work efficiently.
However, at high rates, it suffers from interference. At very low rates, both algorithms
have difficulties due to their approach to construct initial routing information reactively.
We found that node density has a strong impact on the delivery ratio, while the node
speed has relatively little impact. Finally, we also found that using AntHocNet, it is
possible to deliver VoIP levels of service, but only for a limited number of sessions. This
points to the need for call admission control mechanisms in urban MANETs.

Finally, we investigated the implementation of ACO routing in a Linux based testbed.
We presented the MagAntA system, which is a user space routing daemon that imple-
ments ACO routing. MagAntA has a modular structure, consisting of a control module,
a routing module, and a routing interface between these two. Thanks to this modular
approach and the system’s location in user space, MagAntA is easily extendible and
adaptable. For the communication with the Linux kernel, the system relies on Ana4,
a layer 2.5 architecture for the deployment of AHWMNs that is defined in a number of
kernel modules. We use a version of Ana4 developed by colleagues at DTL, in which all
packets going to and from the AHWMN are sent up to user space to be treated for rout-
ing by MagAntA. This version of Ana4 is in its current state unfortunately still unstable,
and MagAntA can therefore not fully be used. We investigated some possible alternative
deployment plans for our system.
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8.2 Future research directions

Here we point out some future research directions that are relevant for the work pre-
sented in this thesis. These concern the deployment and testing of AntHocNet in hard-
ware testbeds, the support of QoS issues in AntHocNet, the use of the ideas behind
AntHocNet in other types of networks, the application of other ideas from artificial in-
telligence in the field of computer networking, and finally the support of autonomic
networking.

In chapter 7, we have described a system for the implementation of AntHocNet in
a Linux testbed. However, further work is needed in this direction. Implementation
and testing in real testbeds is important in the field of networking and especially in
the area of AHWMNs. Real deployment tests can bring up issues that did not come up
in simulation. To work well in real implementations, changes might be needed to the
AntHocNet algorithm. However, it is encouraging to see that the few other algorithms
that take into account link quality and use it to proactively improve paths during the
course of communication sessions, namely LQSR, Srcr and LUNAR, have come out of
research on real testbeds.

In chapter 6, we have investigated the use of AntHocNet in a detailed simulation of
an urban environment. One of the tests was concerned with the support of VoIP traffic.
Our finding was that VoIP data traffic can in principle be supported by AntHocNet, if
the number of data sessions with such demands is limited. This brings up the issue
of admission control and QoS support. Such mechanisms should be integrated with
AntHocNet. An interesting aspect is the fact that AntHocNet uses extensive probing,
which could provide the information needed to support QoS. Admission control could
be carried out during the reactive route setup process.

Interesting future work would also be to apply the ideas behind AntHocNet in dif-
ferent kinds of networks. One could in the first place target packet switched wired
networks. Existing ACO routing algorithms developed for such networks provide adap-
tivity with respect to variations in data load, and often ignore the effect of topology
changes. While such changes are less frequent in wired networks compared to AH-
WMNs, they can still occur, e.g. due to link or node failures, and the mechanisms
developed in AntHocNet could be used to deal with this. Other types of networks in
which AntHocNet’s mechanisms could be useful are application layer overlay networks.
In such networks, nodes are connected at the application layer through virtual links,
that are implemented as paths in the underlying physical network. Overlay networks
can have very dynamic topologies. Examples of application layer overlay networks are
peer-to-peer networks [243] and resilient overlay networks [20].

Another interesting direction for future research is to elaborate further on the rela-
tionship between the problem of routing and the field of reinforcement learning. In the
reinforcement learning literature, one can find more approaches to learning that can
be useful for network routing. One aspect that seems interesting is the possibility to
perform off-policy Monte Carlo learning [252]. In off-policy learning the policy used to
sample paths is different from the one that information is gathered for. A routing algo-
rithm could then use a rather explorative policy for sampling, but gather information
for a data packet routing policy that is more exploitative or even radically different (e.g.
in the case of differentiated QoS routing [153]). Another interesting approach would be
to use intermediate bootstrapping, as is done in temporal difference learning [251].

Finally, our work on AntHocNet could be extended in the direction of autonomic
computing [152]. The main idea behind autonomic computing is that computer sys-
tems are getting too complex for human operators to manage, and that they should
become more “self-organized”. For the area of networking, this means that the network
should be self-configuring, self-optimizing, self-protecting and self-healing. While these
properties are to some extent already present in the adaptivity, robustness and scala-
bility of AntHocNet, further developments would be needed to get to a fully autonomic
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routing algorithm. E.g., the algorithm should be able to tune its parameters, and to
adapt its working automatically to different types of networks and different types of
data traffic to be served. Nevertheless, AntHocNet’s approach to constantly gather in-
formation about the network through sampling and pheromone diffusion gives a good
basis to build such a system.
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[87] M. Dorigo and T. Stützle. Ant Colony Optimization. MIT Press, Cambridge, MA,
2004.

[88] O. Dousse, F. Baccelli, and P. Thiran. Impact of interferences on connectivity in
ad hoc networks. In Proceedings of IEEE INFOCOM 2003, San Francisco, April
2003.

[89] O. Dousse, P. Thiran, and M. Hasler. Connectivity in ad-hoc and hybrid networks.
In Proceedings of IEEE INFOCOM 2002, pages 1079–1088, New York, June 2002.

[90] J. Dowling, E. Curran, R. Cunningham, and V. Cahill. Using feedback in collab-
orative reinforcement learning to adaptively optimize manet routing. IEEE Trans-
actions on Systems, Man, and Cybernetics - Part A: Systems and Humans, 35(3),
May 2005.

[91] K. Doya, K. Samejima, K. Katagiri, and K. Kawato. Multiple model-based rein-
forcement learning. Neural Computing, 14(6):1347–1369, 2002.

158



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

[92] R. Draves, J. Padhye, and B. Zill. The architecture of the link quality source
routing protocol. Technical report MSR-TR-2004-57, Microsoft Research, 2004.

[93] R. Draves, J. Padhye, and B. Zill. Comparison of routing metrics for static multi-
hop wireless networks. In Proceedings of ACM SIGCOMM, pages 133–144, Port-
land, Oregon, USA, 2004.

[94] F. Ducatelle, G. Di Caro, and L. M. Gambardella. Ant agents for hybrid multipath
routing in mobile ad hoc networks. In Proceedings of the Second Annual Confer-
ence on Wireless On demand Network Systems and Services (WONS), St. Moritz,
Switzerland, January 18–19 2005.

[95] F. Ducatelle, G. Di Caro, and L. M. Gambardella. Using ant agents to combine
reactive and proactive strategies for routing in mobile ad hoc networks. Interna-
tional Journal of Computational Intelligence and Applications (IJCIA), 5(2), 2005.

[96] F. Ducatelle, G. Di Caro, and L. M. Gambardella. An analysis of the different
components of the anthocnet routing algorithm. In Proceedings of the Fifth In-
ternational Workshop on Ant Colony Optimization and Swarm Intelligence (ANTS),
September 2006.

[97] F. Ducatelle, G. Di Caro, and L. M. Gambardella. A study on the use of MANETs
in urban environments. Technical Report IDSIA-01-07, Istituto Dalle Molle di
Studi Sull’Intelligenza Artificiale (IDSIA), 2007.

[98] F. Ducatelle, L. M. Gambardella, M. Kurant, H. X. Nguyen, and P. Thiran. Depend-
able Systems: Software, Computing, Networks, volume 4028 of Lecture Notes in
Computer Science, chapter Algorithms for failure detection in large IP-over-Fiber
and Wireless Ad Hoc Networks. Springer, 2006.

[99] F. Ducatelle and J. Levine. Ant colony optimisation for bin packing and cutting
stock problems. In Proceedings of the UK Workshop on Computational Intelligence,
Edinburgh, UK, September 2001.

[100] F. Ducatelle and M. Roth. Documentation for the maganta routing package. Tech-
nical report, Deutsche Telekom Laboratories, July 2006.

[101] F. Ducatelle, M. Roth, and L. M. Gambardella. Design of a user space software
suite for probabilistic routing in ad-hoc networks. In Proceedings of the Fourth
European Workshop on the application of Nature-inspired techniques to Telecom-
munication Networks and other Connected Systems (EvoCOMNET2007), Valencia,
Spain, April 2007. Poster presentation.

[102] L. M. Feeney. A taxonomy for routing protocols in mobile ad hoc networks. Tech-
nical Report T99-07, Swedish Institute of Computer Science, 1 1999.

[103] L. Ford and D. Fulkerson. Flows in Networks. Prentice-Hall, 1962.

[104] K. Fujita, A. Saito, T. Matsui, and H. Matsuo. An adaptive ant-based routing
algorithm used routing history in dynamic networks. In Proc. of the 4th Asia-
Pacific Conf. on Simulated Evolution and Learning, 2002.

[105] L. M. Gambardella and M. Dorigo. Ant-Q: A reinforcement learning approach
to the traveling salesman problem. In Proceedings of the Twelfth International
Conference on Machine Learning, ML-95, pages 252–260. Palo Alto, CA: Morgan
Kaufmann, 1995.

159



Frederick Ducatelle Adaptive Routing in Ad Hoc Wireless Multi-hop Networks

[106] L. M. Gambardella, E. Taillard, and G. Agazzi. Ant colonies for vehicle routing
problems. In D. Corne, M. Dorigo, and F. Glover, editors, New Ideas in Optimiza-
tion, pages 63–76. London,UK: McGraw-Hill, 1999.

[107] L. M. Gambardella, E. D. Taillard, and M. Dorigo. Ant colonies for the
quadratic assignment problem. Journal of the Operational Research Society
(JORS), 50(2):167–176, 1999. Also TR-IDSIA-4-97.

[108] D. Ganesan, R. Govindan, S. Shenker, and D. Estrin. Highly-resilient, energy-
efficient multipath routing in wireless sensor networks. Mobile Computing and
Communications Review, 1(2), 2002.

[109] Y. Ganjali and A. Keshavarzian. Load balancing in ad hoc networks: Single-path
routing vs. multi-path routing. In Proceedings of IEEE INFOCOM, March 2004.

[110] M. Gast. 802.11 Wireless Networks: The Definitive Guide. O’Reilly Media, Inc., 2
edition, April 2005.

[111] M. Gerla, K. Tang, and R. Bagrodia. TCP performance in wireless multihop net-
works. In 2nd IEEE Workshop on Mobile Computing Systems and Applications,
pages 41–50, 1999.

[112] B. Ghribi and L. Logrippo. Understanding gprs: The gsm packet radio service.
Computer Networks, 34:763–779, 2000.

[113] S. Giordano, I. Stojmenovic, and L. Blazevic. Ad Hoc Wireless Networking, chapter
Position based routing algorithms for ad hoc networks: A taxonomy. Kluwer,
2003.

[114] I. Glauche, W. Krause, R. Sollacher, and M. Greiner. Continuum percolation of
wireless ad hoc communication networks. Physica A, 325:577–600, 2003.

[115] S. Goss, S. Aron, J. L. Deneubourg, and J. M. Pasteels. Self-organized shortcuts
in the Argentine ant. Naturwissenschaften, 76:579–581, 1989.
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