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The sensitivity of nonparametric
misspeci�cation tests to
disturbance autocorrelation

Abstract

We show that some nonparametric speci�cation tests can be robust

to disturbance autocorrelation. This robustness can be a¤ected by the

speci�cation of the true model and by the sample size. Once applied to

the prediction of changes in the Euro Repo rate by means of an index

based on ECB wording, we �nd that the least sensitive nonparametric

tests can have a comparable performance to a RESET test with robust

standard errors.



1 Introduction

Ramsey�s regression speci�cation test (RESET) was showed to have se-

rious size problems in presence of disturbance serial correlation. In par-

ticular, though Thursby (1979) originally found that the version of the

RESET test due to Thursby and Schmidt (1977) - TS-RESET - could

produce the expected number of Type I errors even with autocorrelated

residuals, Porter and Kashyap (1984) showed that this might not hold

true in presence of serial correlation of the regressors and recommended

to rely on robust estimators for diagnostic equations. Leung and Yu

(2001) argued that this lack of robustness is due to spurious correlation

arising among highly serially correlated series even when they are in-

dependent, which leads to reject a model speci�cation even when it is

correct.

Various nonparametric speci�cation tests were o¤ered in the litera-

ture (Gozalo, 1993; Härdle and Mammen, 1993; Zheng, 1996; Ellison

and Ellison, 2000; Horowitz and Härdle, 1994; Bierens, 1990 and Stute,

1997). Miles and Mora (2003) provided a comprehensive framework for

all the test statistics above together with Monte Carlo evidence on their

power. Only the statistics proposed by Ellison and Ellison (2000) and

Härdle and Mammen (1993) survived their set of simulation exercises2.

As a matter of consequence the present study focuses on these last

two test statistics and on further, more recent statistics not considered in

Miles and Mora (2003), such as those by Horowitz and Spokoiny (2001),

2Among them, the former was recommended as there is no need to resort to
bootstrapping to assess its signi�cance: the critical values of the standard normal
distribution su¢ ce. See also Dacuycuy (2005, 2006) for further Monte Carlo studies
on the Zheng (1996) and the Ellison and Ellison (2000) statistics.
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Hall and Yatchew (2005), Tripathi and Kitamura (2003), Guerre and

Lavergne (2005) and Escanciano (2006).

Our research question is if they are robust to serial correlation, allow-

ing to assess under a new perspective the strongest results of a consid-

erable research e¤ort of the recent econometric literature. Furthermore,

di¤erently to most of the literature on the sensitivity of the RESET test

to disturbance autocorrelation, we do not limit our analysis to simula-

tions, rather we apply our results to a dataset recently proposed in the

central bank communication literature (Rosa and Verga, 2007).

In order to make our results comparable to those of the literature con-

cerning the sensitivity of the RESET test to disturbance autocorrelation

we do not consider nonparametric tests for dynamic models (Guay and

Guerre, 2006), non-linear models (Guerre and Lavergne, 2002), models

with binary discrete variables (Hsiao et al., 2007) and the varying co-

e¢ cient model (Fan and Zhang, 2004). We also do not focus on tests

based on series expansions (Sun and Li, 2006) or on piecewise constant

functions and trigonometric polynomials (Baraud et al., 2003). Finally,

endogeneity issues are beyond the scope of this paper (Horowitz, 2006).

The next section is devoted to introduce the test statistics under

analysis, how our Monte Carlo experiments are structured and the re-

sults of our simulation exercises. Section 3 shows the results of our

empirical application. The last section concludes.
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2 Nonparametric Speci�cation Tests, Monte Carlo

Experiments and Simulation Evidence

Consider a set of 1+ d economic variables (Y;X). Suppose we are inter-

ested in studying the conditional mean m(x) = E(Y jX = x), where x is

some �xed value of X and m(x) is supposed to be well de�ned. The tar-

get of nonparametric speci�cation tests is to check that the parametric

speci�cation of m(�); m(X; �), is not rejected by the data.

The Härdle and Mammen (1993) statistic compares the Nadaraya�

Watson estimator and a kernel-smoothed parametric estimator, on the

basis of their weighted squared di¤erence:

S
(HM)
T = Thd=2

Z h
m̂h (x)� m̂h;�̂ (x)

i2
� (x) dx

where T is the number of observations, h is the smoothing bandwidth,

m̂h (x) is the Nadaraya�Watson estimator, � (x) : Rd ! R is a weight

function. The integral is taken over the support of X. m̂h;�̂ (x) =PT
t=0K(

x�xt
h )m(xt;�̂)PT

t=0K(
x�xt
h )

where K (�) is the kernel smoothing function. The

asymptotic null distribution of S(HM)
T is normal, but for �nite samples

a bootstrap procedure, usually referred to as wild bootstrap, is recom-

mended and it is illustrated below.

Tripathi and Kitamura (2003) proposed a test for conditional mo-

ment restrictions based on a smoothed empirical likelihood ratio (SELR)

which is de�ned as follows:

SELR = 2

TX
t=1

I (xt 2 
�X)
TX
s=1

wts;h log

�
1 +

�ê�
T

�
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where I (�) is an index function, 
�X is a certain �xed subset of the sup-

port of X, 
X , ê� = y � m(x; �̂), � is a diagonal matrix with �tt =

T V̂ �1
�
xt; �̂

�PT
s=1wts;hê�s, V̂

�1
�
xt; �̂

�
=
PT

s=1wts;hê
2
�s and wts;h =

K(xt�xsh )
TX
k=1

K(
xt�xk
h

)

:3

One of the possible applications of the proposed test statistic, S(TK)T ,

is to test a parametric regression function against a nonparametric al-

ternative. For d � 3, this test statistic assumes the following form:

S
(TK)
T =

hd=2SELR� h�d=2
[
PT
t=1 I(xt2
�X)]

T

R 1
�1K

2 (x) dx

2
[
PT
t=1 I(xt2
�X)]

T

R 2
�2

hR 1
�1K (v)K (x� v) dv

i2
dx

One further test statistic was proposed by Hall and Yatchew (2005),

S
(HY )
T , which has the advantage of not depending on the choice of a

bandwidth. To obtain S(HY )T one �rst partitions the dataset in three

subsamples, D1; D2 and D3. Then she de�nes

 1=

PT
t=1 ê�tI (fyt; xtg 2 D1)

T

 2=

PT
t=1 ê�tI (fyt; xtg 2 D2)

T

 3=

PT
t=1 ê�tI (fyt; xtg 2 D3)

T

Finally it is possible to obtain:

3�tt is a �rst step approximation of the Lagrangian multiplier associated with the
constraint that the smoothed sum of the parametric residuals is equal to zero in the
maximization of the expected loglikelihood function.
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S
(HY )
T =

s
T
( 1)

2 + ( 2)
2 + ( 3)

2

3

The limiting distribution of S(HY )T is "a complicated function of a

Gaussian process the properties of which depend on unknowns" (Hall

and Yatchew, 2005). As a matter of consequence, bootstrapping is rec-

ommended and, similarly to S(HM)
T ; S

(TK)
T , Hall and Yatchew (2005)

propose to use wild bootstrapping.

Similarly to Hall and Yatchew (2005), the statistic proposed by Es-

canciano (2006), S(E)T , does not rely on a smoothing parameter and it is

as follows

S
(E)
T =

TX
s=1

TX
t=1

TX
r=1

ê�sê�tAstr

with

Astr =
�
d
2
�1

�
�
d
2
+ 1
� ����� � ar cos

�
(xs � xr)

0 (xt � xr)

k(xs � xr)k k(xt � xr)k

�����
where � (�) is the gamma function.

Also the critical values of S(E)T are approximated by means of wild

bootstrapping, which works as follows. One �rst generates independent

fe�tg
T
t=0 from a discrete distribution with:

Pr

(
e�t =

1 +
p
5

2
et

)
=
5�

p
5

10
and Pr

(
e�t =

1�
p
5

2
et

)
=
5 +

p
5

10

where et = yt� m̂h (xt) and yt is a realization of Y . For S
(HY )
T ; et is cen-

tred before proceeding further. Afterwards, one computes the bootstrap
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data fx�t ; y�t g where x�t = xt and y�t = m(xt; �̂)+e
�
t and the corresponding

bootstrap statistic S�(HM)
T . The process is repeated B times to obtain�

S�t;j
	B
j=1
. H0 is rejected if St > S�T;(1��)where S

�
T;(1��) is the (1 � �)

quantile of
�
S�t;j
	B
j=1

and � is the signi�cance level.

The test proposed by Horowitz and Spokoiny (2001) is based on

a centred, Studentized version of the sum of the squared di¤erences

between the nonparametric and the smoothed parametric estimator:

Sh;T =
TX
t=1

h
m̂h (xt)� m̂h;�̂ (xt)

i2
The statistic assumes the following form:

S
(HS)
T =

Sh;T � �̂h;T
V̂ (Sh;T )

where �̂h;T =
TX
t=1

att;h�
2
T (Xt) and V̂ 2 (Sh;T ) = 2

TX
t=1

TX
s=1

ats;h�
2
T (Xt)�

2
T (Xs),

with ats;h is the ts� th element of A = W 0
hWh where the ts� th element

of Wh is wts;h.

�2T (Xt) assumes di¤erent forms depending on the assumptions con-

cerning the error of the model under analysis and the number of re-

gressors. We assume that the researcher starts with the assumption of

homoskedasticity. If d = 1; let X(1) < X(2) < ::: < X(s) < ::: < X(T ) be

an ordered sequence of design points, then

�̂2T (Xt) = �̂2T =
1

2 (T � 1)

T�1X
s=1

�
Y(s+1) � Y(s)

�2
If 1 < d � 4, instead
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�̂2T (Xt) = �̂2T =
1

2T

T�1X
s=1

�
Ys � Yt(s)

�2
where t(s) is a set of indices that is de�ned recursively as follows:

t (1) = arg min
t=2;:::;T

kXt �X1k

and

t (s) = arg min
t6=s;t(1);:::;t(s�1)

kXt �Xsk for s = 2; :::; T

with k�k =
TX
t

(�t)2. In words, t (s) is "the index of the design point that

is nearest to Xt among those whose indices are not t (1) ; :::; t (s� 1)"

(Horowitz and Spokoiny, 2001, p. 608). Finally, S(HS)T is computed over

a �nite set of bandwidths and only its maximum value is considered.

Also the test proposed by Guerre and Lavergne (2006) makes direct

use of ê� as follows. First

S
(GL)
Th =

X
1�t;s�T

ê�t
p
ats;hê�s

is computed over a �nite set of bandwidths, HT , which gets larger the

larger is the sample size and whose order, JT , is equal to the �rst integer

smaller than log T . The criterion to select the value of S(GL)Th among

those computed di¤ers with respect of Horowitz and Spokoiny (2001).

Indeed, one does not pick the bandwidth corresponding to the maximum
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value over those calculated but:

~h = arg max
h2HT

n
S
(GL)
T;h � T v̂h;h0

o

where T = c
p
2 log JT , c = 1:5, v̂h;h0 = 2

TX
t=1

TX
s=1

(ats;h � ats;h0) �̂
2
T (Xt) �̂

2
T (Xs)

and h0 is the bandwidth corresponding to the S
(GL)
T;h having the smallest

variance. The null of no misspeci�cation is rejected when
S
(GL)

T ~h

v̂h0
� z�,

where v̂h0 = 2
TX
t=1

TX
s=1

(ats;h0) �̂
2
T (Xt) �̂

2
T (Xs) and z� is a bootstrapped

critical value. �̂2T (Xt) is computed as in Horowitz and Spokoiny (2001).

With di¤erence to the other tests illustrated above, inference regard-

ing S(HS)T and S(GL)
T~h

relies on bootstrapping, but not on its "wild" ver-

sion, as fe�tg
T
t=0 are not generated from a discrete distribution, but they

are sampled randomly from a normal distribution with variance �̂2T (Xt).

The idea behind the statistic proposed by Ellison and Ellison (2000)

is that either the omission of a relevant variable or the choice of an

incorrect functional form for m (�) produces a spatial structure in the

residuals, exploiting which it is possible to detect model misspeci�cation.

The Ellison and Ellison (2000) test has the following form:

S
(EE)
T =

ê0�WT ê�p
2s (EWTE)

+ FSCT

where E is a T �T diagonal matrix with tt� th element ê�t; and s (�) = X
t;s

�2ts

! 1
2

. WT is a weight matrix, whose elements are as follows:
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wtsT =

8>>><>>>:
K(

xt�xs
h

)X
k 6=t

K(
xt�xk
h

)

if t 6= s and
X
k 6=t

K(xt�xk
h
) > 0

0 otherwise

FSCT is a �nite sample correction with the following form:

FSCT =

dX
`=0

̂`

p
2s (WT )

"where ̂` is the coe¢ cient on X�`; the ` � th explanatory variable in

the null model, in a regression of WTX�` on X and a constant and ̂0 is

the constant term from a regression of WT1T on X; where 1T is a T � 1

vector of ones" (Ellison and Ellison, 2000). S(EE)T ! N (0 ; 1 ):

All the tests considered are consistent against any alternative hy-

pothesis.

In order to make our results comparable to those of the previous lit-

erature on the issue, we stick to the designs for Monte Carlo experiments

adopted by Porter and Kashyap (1984) and Leung and Yu (2001), illus-

trated in Table 1. We consider sample sizes of 50 and 200. All the tests

are conducted at the 5 percent level of signi�cance. Parameters �0 and

�1 are always estimated by least squares.

Again for sake of comparability we specify the nonparametric tests

as in Miles and Mora (2003). In all univariate kernel estimations we use

the quartic kernel:

K (�) = 15

16

�
1� �2

�2
I (j � j � 1)
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h was set equal to �SXn�
1
5 where SX is the sample standard devia-

tion of the regressor and � = 3:54. In the multivariate estimations we

use the product of quartic kernels and each regressor is previously di-

vided by its sample standard deviation. h was set equal to �n�
1

(d+4)

with two exceptions. For S(HS)T , the bandwidth was chosen in the setn
2:5n�

1
(d+4) ; 3n�

1
(d+4) ; 3:5n�

1
(d+4) ; 4n�

1
(d+4) ; 4:5n�

1
(d+4)

o
to maximize the value

of the statistic as recommended by Horowitz and Spokoiny (2001). For

S
(GL)
Th we set the bandwidth equal to �n�

1
(d+4) with � = 3:5 + ( (JT+1)

4
)�

(i � 0:5) with i = 1; :::; JT + 1:

The statistic S(HM)
T is computed with � (xs) = I(xs 2 [�1; 96; 1; 96])

for design 1 and � (xs) = I(xs 2 [�1; 8; 1; 8]� [�1; 8; 1; 8]) for design 2,

where xs is the matrix of the standardized regressors including the time

trend. In a similar fashion 
�X is chosen to build S(TK)T . In all cases,

the integral in S(HM)
T is approximated numerically. When a bootstrap

procedure is required we perform B = 300 bootstrap replications.

For S(HY )T we partition the dataset according to yt being smaller than

the 33rd percentile of y, included between its 33rd and 66th percentile

or greater than its 66th percentile.

Our results are based on 2000 replications of the data-generating

process and they are set out in Tables 2 and 3.

Similarly to RESET and TS-RESET, nonparametric speci�cation

tests are sensitive to disturbance autocorrelation. However, di¤erent

tests display di¤erent degrees of sensitiveness, depending on the design

of the experiments and on sample sizes.

4Miles and Mora (2003) showed that the Ellison and Ellison (2000) and the Härdle
and Mammen (1993) tests are robust to changes in � in a neighborhood of 3:5:

10



The least robust tests are those proposed by Tripathi and Kitamura

(2003), Horowitz and Spokoiny (2001), Guerre and Lavergne (2006) and

Ellison and Ellison (2000). Regarding design 1, the Härdle and Mammen

(1993), the Hall and Yatchew (2005) and the Escanciano (2006) tests

are not robust to serial correlation in large samples, but they display

more robustness in small samples. The Escanciano (2006) test seems to

be the most performing one, however, it would also appear possible to

rely on Härdle and Mammen (1993) even with a very high disturbance

autocorrelation if the independent variable has a small or moderate serial

correlation. On the other hand, with high serial correlation in both

the independent variable and the disturbance, Hall and Yatchew (2005)

could be used.

For design 2, a similar pattern emerges. Moreover, the tests by Härdle

and Mammen (1993) and by Hall and Yatchew (2005) display some

robustness to serial correlation in large samples too. The performance

of the Escanciano (2006) test is not harmed by serial correlation in the

disturbance and in the independent variable both in small and in large

samples.

3 An application to central bank communication

In the literature on the sensitiveness of RESET tests to disturbance

autocorrelation, it is rather di¢ cult to �nd empirical applications be-

cause Monte Carlo experiments are usually conducted for naïve designs

as those in Table 1. However, a recent literature, reviewed in Rosa and

Verga (2007), has focused on assessing the consistency of the communi-

cation of the European Central Bank (ECB). In this context, Rosa and
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Verga (2007) proposed the following model:

Rt+m �Rt = �0 + �1 (rt;t+m;1 �Rt) + �2Indext + �t (1)

where Rt+m is the monthly Repo rate in force within m months from t,

�0,�1,�2 are parameters, �t is a stochastic error, rt;t+m;1 is the (implicit)

Euribor rate quoted on day t for an interbank loan for 1 month starting

at day t+m months and Indext is the Rosa and Verga (2007) wording

indicator.

This indicator translates into an ordered scale the qualitative infor-

mation contained in the introductory statement of the ECB President in

his monthly press conference held on Governing Council meeting days.

Compared to the other indicators in the literature, Indext has the advan-

tage to be elaborated on the basis of the rules of "hermeneutic theory"5.

The purpose of estimating (1) is to check if central bankers�words pro-

vide complementary information with respect to those already in possess

of �nancial markets and mirrored by Euribor rates.

Two hypotheses underlie (1) : the monetary authority should not be

severely time-inconsistent and the public (including researchers) should

understand the language of the monetary authority. The rejection of (1)

by a model misspeci�cation test would imply that something is missing,

in terms of either functional form or omitted variables.

The dataset spans from January 1999 to December 2004. The sources

of the data are indicated in the appendix of Rosa and Verga (2007).

Estimates are performed for m = 1; :::; 66. (1) is a forecasting regression,

5See Rosa and Verga (2007) note 10 and pp. 149 and 150.
6In the results presented by Rosa and Verga (2007), Indext performs rather well,
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therefore overlapping data imply that the larger is m and the greater is

disturbance serial correlation (Harri and Brorsen, 2002). Our results are

contained in Table 4. The �rst two lines of the table show an estimate of

the autocorrelation present in the residuals and in (rt;t+m;1 �Rt) : Also

Indext turns out to display a considerable level of autocorrelation once

regressed on its �rst lag:

Indext = 0:07
(0:44)

+ 0:83
(0:00)

Indext�1 + vt

where p-values are reported in parentheses and vt is a stochastic error.

We use as benchmark the TS-RESET test robust to autocorrelation,

which supports the model for all the values of m. In this application a

TS-RESET test not robust to autocorrelation performs better than the

RESET test: though its p-values are always smaller than the TS-RESET

test robust to autocorrelation, it never rejects the data. Regarding non-

parametric tests for model misspeci�cation, the potential risks arising

from disturbance autocorrelation clearly appears in Table 4. The El-

lison and Ellison (2000) test returns inconsistent results with those of

our benchmark statistic. The other tests perform better, but, not sur-

prisingly, only those proposed by Härdle and Mammen (1993), Hall and

Yatchew (2005) and Escanciano (2006) never reject the model.

but we did not manage to replicate them. Our results are contained in Table A in
the Appendix. Indext would appear to have poor information content at very short
and very long time horizons. In other terms, central bank communications would
have a lagged impact on Repo rates, vanishing after 4 months. This is not strictly
relevant for the main focus of this paper, as we would like to assess the potential
pitfalls arising when using nonparametric misspeci�cation tests in presence of serial
correlation, not the explanatory power of the index proposed by Rosa and Verga
(2007).
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4 Conclusions

In this paper we have showed that nonparametric model speci�cation

tests can be sensitive to disturbance autocorrelation. However, the Es-

canciano (2006) test performs rather well and it is possible to combine

the Härdle and Mammen (1993) and the Hall and Yatchew (2005) tests

to have reliable results. This strategy holds true in large samples only

for models with a time trend. The results of the proposed empirical

application are in line with those of the Monte Carlo simulations.

References

[1] Baraud, Y., Huet, S. and B. Laurent, 2003. Adaptive tests of linear

hypothesis by model selection. Annals of Statistics, 31, pp. 225-251.

[2] Bierens, H., 1990. A consistent conditional moment test of func-

tional form. Econometrica 58, 1443�1458.

[3] Dacuycuy, Lawrence, 2005. A note on the comparative performance

of the Zheng and Ellison-Ellison tests for omitted variables in re-

gression models. Economics Bulletin, 21, 1-6.

[4] Dacuycuy, Lawrence, 2006. On the �nite sampling properties of the

Zheng test for omitted and irrelevant variable problems. Applied

Economics Letters, 13, 681-684.

[5] Ellison, G., Ellison, S.F., 2000. A simple framework for nonpara-

metric speci�cation testing. Journal of Econometrics 96, 1�23.

[6] Escanciano, Carlos J., 2006. A consistent diagnostic test for regres-

sion models using projections. Econometric Theory, 22, 1030-1051.

[7] Fan, Jianqing and Zahng, Jian, 2004. Sieve empirical likelihood

14



ratio tests for nonparametric functions. Annals of Statistics, 32, pp.

1858-1907.

[8] Gozalo, P., 1993. A consistent model speci�cation test for nonpara-

metric estimation of regression function models. Econometric The-

ory 9, 451�477.

[9] Guay, Alain and Guerre, Emmanuel, 2006. A data-driven nonpara-

metric speci�cation test for dynamic regression models. Economet-

ric Theory 22, 543-586.

[10] Guerre, Emmanuel and Lavergne, Pascal, 2002. Optimal minimax

rates for nonparametric speci�cation testing in regression models.

Econometric Theory 18, 1139-1171.

[11] Guerre, Emmanuel and Lavergne, Pascal, 2005. Data-driven rate-

optimal speci�cation testing in regression models. The Annals of

Statistics 33, 840-870.

[12] Härdle, W., Mammen, E., 1993. Comparing nonparametric versus

parametric regression tests. Annals of Statistics 21, 1926�1947.

[13] Harri, Adrian and Brorsen , B. Wade, 2002. The Overlapping Data

Problem. Available at SSRN: http://ssrn.com/abstract=76460 or

DOI: 10.2139/ssrn.76460.

[14] Horowitz, J., 2006. Testing a parametric model against a nonpara-

metric alternative with identi�cation through instrumental vari-

ables. Econometrica, 74, 521-538.

[15] Horowitz, J., Härdle, W., 1994. Testing a parametric model against

a semi-parametric alternative. Econometric Theory 10, 821�848.

[16] Horowitz, J., Spokoiny, V., 2001, An Adaptive, Rate-Optimal Test

of a Parametric Mean-Regression Model against a Nonparametric

15



Alternative, Econometrica, 69, 3, pp. 599-631.

[17] Hsiao, Cheng, Li, Qi and Je¤rey, S. Racine, 2007. A consistent

model speci�cation test with mixed discrete and continuous data.

Journal of Econometrics, 140, pp. 802-826.

[18] Leung Siu Fai and Shihti Yu, 2001. The sensitivity of the RESET

tests to disturbance autocorrelation in regression analysis. Empiri-

cal Economics, 26: 721-726.

[19] Miles, D., Mora, J., 2003. On the performance of nonparametric

speci�cation tests in regression models. Computational Statistics

and Data Analysis, 42, 477 �490.

[20] Porter, R. and A. Kashyap, 1984. Autocorrelation and the sensitiv-

ity of RESET. Economics Letters 14: 229-233.

[21] Rosa, Carlo and Giovanni Verga, 2007. On the consistency and

e¤ectiveness of central bank communication: Evidence from the

ECB. European Journal of Political Economy, 23, 146-175.

[22] Stute, W., 1997. Nonparametric model checks for regression. Annals

of Statistics 25, 613�641.

[23] Thursby, J., 1979. Alternative speci�cation error tests: A compara-

tive study. Journal of the American Statistical Association 74: 222-

225.

[24] Thursby, J. and P. Schmidt, 1977. Some further results on the use

of OLS and BLUE residuals in speci�cation error tests. Journal of

the American Statistical Association 71: 222-225.

[25] Tripathi, Gautam and Kitamura, Yuichi, 2003. Testing Conditional

Moment Restrictions. The Annals of Statistics, 31, 6: 2059-2095.

[26] Zheng, J., 1996. A consistent test of functional form via non-

16



parametric estimation techniques. Journal of Econometrics 75, 263�

289.

17



Table 1 – Simulation designs 
 
Design True Specification Null Specification Data Generating Process 
[1] ttt uxy ++= 5.00  ttt uxy ++= 10 θθ  

[2] ttt uxty ++= 5.0  ttt uxty ++= 10 θθ  
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Table 2 – Rejection frequencies of nonparametric specification tests for design [1] 
 ρ1 T=50            T=200           
  ρ2                        
    0.00 0.25 0.50 0.70 0.90 0.95  0.00 0.25 0.50 0.70 0.90 0.95 

0.00 0.35 0.40 0.85 1.55 2.85 4.50  0.60 1.50 1.75 2.90 4.10 4.65 
0.25 0.35 0.20 0.45 1.90 3.40 4.80  1.10 1.30 2.10 2.90 5.20 4.60 
0.50 0.15 0.05 0.60 1.60 4.95 5.15  0.60 1.00 1.95 4.10 7.30 8.70 
0.70 0.00 0.20 0.35 2.80 8.15 10.95  0.10 0.75 1.50 7.00 16.70 21.10
0.90 0.00 0.00 0.05 2.00 8.50 13.65  0.00 0.00 0.55 10.10 30.55 44.80H
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d 
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 (1

99
3)

   

0.95 0.00 0.00 0.00 0.75 5.20 10.05  0.00 0.00 0.15 5.30 32.75 53.25

0.00 1.50 0.80 1.40 2.35 3.65 3.40  2.60 2.80 3.20 4.70 5.10 4.30 
0.25 1.55 1.55 1.85 1.95 3.00 4.55  2.25 3.25 2.95 4.15 4.50 4.60 
0.50 0.95 1.10 2.05 3.60 4.95 5.10  2.85 2.95 3.10 5.20 6.35 8.05 
0.70 0.60 1.30 2.90 5.65 10.65 13.05  1.95 3.45 6.35 10.50 15.75 19.40
0.90 0.40 1.75 4.85 13.70 25.85 29.10  1.00 2.50 8.00 23.60 42.75 46.65Tr
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at
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 a

nd
 

K
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m
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a 
(2

00
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0.95 0.50 1.80 6.95 19.70 37.35 43.90  0.50 2.25 11.85 35.10 62.05 70.80

0.00 1.25 1.95 2.80 5.30 11.00 17.15  6.10 7.55 11.40 23.05 49.65 67.80
0.25 1.75 2.45 2.55 4.95 11.00 17.05  5.85 6.05 10.10 23.20 48.85 64.45
0.50 1.05 1.65 2.10 4.70 9.75 14.20  4.30 3.75 6.95 16.40 39.80 58.55
0.70 0.75 0.90 1.10 3.95 7.60 12.00  1.75 1.80 4.65 10.90 27.50 44.40
0.90 0.05 0.15 0.35 1.70 5.95 9.10  0.40 0.75 2.20 7.00 21.30 30.95H

al
l a

nd
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w

 
(2
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0.95 0.00 0.00 0.15 1.30 5.00 6.70  0.00 0.00 0.20 2.60 16.65 25.90

0.00 2.50 2.45 2.20 2.05 1.90 1.95  1.85 2.00 2.10 1.90 1.75 1.95 
0.25 2.85 2.90 2.50 2.40 2.50 2.60  2.15 2.05 1.90 1.85 1.85 2.35 
0.50 3.10 2.25 3.40 4.20 3.25 3.85  1.95 2.60 2.60 3.15 3.40 3.35 
0.70 2.20 4.05 7.40 10.60 12.35 13.65  1.50 3.60 6.20 10.50 15.20 16.80
0.90 0.80 4.10 10.10 23.55 34.50 37.05  2.30 6.60 17.05 31.55 44.45 47.25
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0.95 0.65 2.20 9.05 28.35 47.25 55.10  1.30 7.00 26.10 51.10 69.65 74.90

0.00 5.40 4.05 5.00 5.85 5.20 4.45 4.75 5.50 5.55 4.35 5.15 4.60 
0.25 4.90 4.65 4.50 6.00 5.20 6.40  4.35 4.85 6.50 9.20 13.80 16.35
0.50 4.70 6.15 6.70 8.40 10.10 8.80  5.65 6.00 7.75 14.75 28.60 37.05
0.70 5.80 7.50 11.80 17.90 21.00 21.80  4.90 6.20 9.80 22.35 45.85 62.25
0.90 5.15 10.85 19.85 35.30 43.45 48.90  5.30 5.55 10.65 27.75 57.20 76.55G
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rr
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d 
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rg
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0.95 5.70 12.35 24.00 45.05 58.35 62.70  4.65 6.25 11.05 27.55 64.35 81.45

0.00 0.25 0.35 0.60 1.40 2.95 3.30 1.05 1.7 1.95 2.85 3.25 4.60 
0.25 0.20 0.15 0.50 0.95 2.15 3.20  0.75 1.00 1.65 2.70 5.15 4.95 
0.50 0.15 0.10 0.55 1.35 3.50 4.80  0.75 0.70 1.45 4.90 7.95 8.20 
0.70 0.00 0.05 0.30 1.60 6.35 9.35  0.10 0.45 1.85 7.80 15.90 23.20
0.90 0.00 0.00 0.00 0.95 7.10 10.65  0.00 0.05 0.40 9.40 30.65 41.60Es
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nc
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no

 
(2

00
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0.95 0.00 0.00 0.00 0.35 4.10 8.95  0.00 0.00 0.00 3.40 30.80 49.65

0.00 0.60 0.35 0.45 0.55 0.65 0.45  1.15  1.55 1.25 1.60 1.05 0.80 
0.25 0.35 0.40 0.80 0.50 0.40 0.70  0.90 1.15 1.95 1.50 1.60 1.45 
0.50 0.30 0.60 1.05 1.40 1.40 0.90  1.85 1.95 1.60 3.05 4.05 3.80 
0.70 0.65 1.15 2.50 4.55 6.35 6.80  0.45 3.25 5.95 11.30 14.35 18.05
0.90 0.60 2.85 8.35 16.30 23.35 23.95  1.70 6.25 18.30 36.60 46.30 48.95El
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on
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00
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0.95 1.05 3.20 12.30 27.30 36.45 42.10  2.15 10.70 32.85 60.40 73.65 78.30
ρ1: is the exogenous variable autocorrelation parameter; ρ2: is the error autocorrelation parameter. 



Table 3 – Rejection frequencies of nonparametric specification tests for design [2] 
 ρ1 T=50            T=200           
  ρ2                        
    0.00 0.25 0.50 0.70 0.90 0.95  0.00 0.25 0.50 0.70 0.90 0.95 

0.00 0.00 0.00 0.00 0.00 1.10 3.25  0.00 0.00 0.00 0.00 0.00 0.65 
0.25 0.00 0.00 0.00 0.05 1.55 4.45  0.00 0.00 0.00 0.00 0.00 0.55 
0.50 0.00 0.00 0.00 0.05 1.80 4.40  0.00 0.00 0.00 0.00 0.00 0.95 
0.70 0.00 0.00 0.00 0.25 4.35 7.90  0.00 0.00 0.00 0.00 0.00 1.50 
0.90 0.00 0.00 0.05 0.60 6.20 10.90  0.00 0.00 0.00 0.00 0.05 4.45 H
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0.95 0.00 0.00 0.00 1.40 8.75 13.70  0.00 0.00 0.00 0.00 0.45 7.50 

0.00 1.25 1.85 3.55 7.00 12.85 16.15  1.30 1.00 2.85 5.35 11.75 21.10
0.25 2.00 2.55 3.20 7.55 14.30 17.85  0.95 1.40 1.55 4.90 12.05 18.35
0.50 3.10 3.70 5.85 9.05 16.00 21.60  1.45 2.10 3.20 5.35 11.65 19.30
0.70 5.40 8.30 12.50 16.30 22.70 27.45  5.05 6.65 9.85 11.80 19.50 26.20
0.90 4.00 6.25 8.95 15.70 23.55 26.45  8.95 12.10 14.65 23.00 30.10 36.95Tr
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0.95 2.80 6.05 8.30 15.65 24.75 29.55  2.50 4.10 7.40 12.80 20.25 26.75

0.00 0.00 0.00 0.00 2.20 13.05 18.70  0.00 0.00 0.00 0.00 5.50 25.00
0.25 0.00 0.00 0.05 2.20 13.25 17.05  0.00 0.00 0.00 0.00 6.80 25.05
0.50 0.00 0.00 0.00 1.15 9.85 16.30  0.00 0.00 0.00 0.00 4.80 21.90
0.70 0.00 0.00 0.00 0.65 5.15 9.10  0.00 0.00 0.00 0.00 3.15 17.00
0.90 0.00 0.00 0.00 0.20 2.00 2.60  0.00 0.00 0.00 0.00 1.95 11.00H

al
l a

nd
 

Ya
tc

he
w

 
(2

00
5)

 

0.95 0.00 0.00 0.00 0.00 0.55 1.05  0.00 0.00 0.00 0.00 0.60 5.15 

0.00 0.00 0.00 0.05 2.45 20.75 31.05  0.00 0.00 0.00 4.40 64.90 88.15
0.25 0.00 0.00 0.05 3.15 23.55 33.45  0.00 0.00 0.00 5.10 66.75 90.70
0.50 0.00 0.00 0.05 4.75 25.45 34.40  0.00 0.00 0.00 7.65 71.95 93.95
0.70 0.00 0.00 0.20 8.05 31.60 40.80  0.00 0.00 0.15 15.55 83.50 95.65
0.90 0.00 0.00 0.90 12.80 37.75 46.05  0.00 0.00 0.75 34.25 91.45 98.05
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0.95 0.00 0.00 1.45 17.40 43.15 52.70  0.00 0.00 0.90 40.95 92.60 98.85

0.00 22.35 25.35 31.60 41.60 57.50 63.20 4.45 7.80 16.15 37.30 67.55 80.85
0.25 20.70 26.10 30.40 44.65 62.05 67.50  5.05 7.95 19.75 42.40 70.80 83.05
0.50 19.55 26.70 36.75 52.60 67.75 73.90  4.05 11.55 25.30 52.45 78.00 87.80
0.70 20.85 30.80 46.00 65.20 75.85 81.75  4.85 16.20 38.50 70.10 89.65 94.25
0.90 28.75 38.05 51.75 69.35 82.40 87.10  6.25 20.45 50.55 81.95 96.35 97.85G
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0.95 31.95 41.55 54.20 70.40 81.80 85.95  10.40 26.30 56.10 83.65 95.25 98.70

0.00 0.00 0.00 0.00 0.00 2.90 7.40 0.00 0.00 0.00 0.00 0.05 6.70
0.25 0.00 0.00 0.00 0.00 3.10 8.00  0.00 0.00 0.00 0.00 0.00 6.20
0.50 0.00 0.00 0.00 0.00 2.90 6.15  0.00 0.00 0.00 0.00 0.10 5.70
0.70 0.00 0.00 0.00 0.00 2.25 6.45  0.00 0.00 0.00 0.00 0.15 5.20
0.90 0.00 0.00 0.00 0.00 1.50 3.60  0.00 0.00 0.00 0.00 0.10 5.25Es
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no

 
(2

00
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0.95 0.00 0.00 0.00 0.05 2.40 5.90  0.00 0.00 0.00 0.00 0.05 4.55

0.00 1.35 7.35 18.05 46.00 72.45 79.25  2.40 8.55 23.35 57.90 87.45 94.70
0.25 2.15 7.45 19.70 48.85 75.15 82.75  2.50 8.40 26.90 59.35 88.75 95.20
0.50 1.40 6.90 23.45 52.05 77.30 83.60  2.75 9.60 31.30 68.10 92.15 96.90
0.70 1.90 8.75 26.60 59.85 81.10 87.00  1.95 15.20 43.10 79.70 95.85 98.75
0.90 1.30 7.75 24.15 58.60 81.70 87.40  2.20 16.95 54.30 90.65 98.35 99.65El

lis
on
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nd
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on
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00
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0.95 1.25 5.90 22.85 55.80 76.35 82.65  2.40 17.25 53.85 91.75 98.90 99.75
ρ1: is the exogenous variable autocorrelation parameter; ρ2: is the error autocorrelation parameter. 



 
 
Table 4 – Misspecification tests for a model predicting Repo changes using ECB words (Model 1) 
 

 m=1 m=2 m=3 m=4 m=5 m=6 
Residual Autocorrelation§§ -0.15 0.48* 0.54* 0.59* 0.66* 0.63* 
(rt,t+m,1-Rt) autocorrelation§§ 0.52* 0.68* 0.77* 0.81* 0.84* 0.83* 
       
       
TS-RESET robust to 
autocorrelation° 0.10 0.23 0.72 0.78 0.94 0.63 

       
       
RESET° 0.13 0.01 0.00 0.00 0.00 0.00 
TS-RESET° 0.07 0.22 0.41 0.58 0.40 0.22 
       
       
Härdle and Mammen (1993)§ 0.68 0.19 0.22 0.38 0.32 0.38 
Tripathi and Kitamura (2003)§ 0.33 0.03 0.53 0.26 0.33 0.12 
Hall and Yatchew (2005)§ 1.00 1.00 0.47 0.96 0.66 0.42 
Horowitz and Spokoiny (2001)§ 0.90 0.57 0.07 0.18 0.04 0.51 
Guerre and Lavergne (2006)§ 0.90 0.57 0.07 0.18 0.04 0.51 
Escanciano (2006)§ 0.80 0.15 0.13 0.21 0.18 0.12 
Ellison and Ellison (2000)° 0.01 0.00 0.00 0.00 0.00 0.00 
       
       
Observations 62 62 62 62 62 62 

 
m: time horizon of Repo changes. §§: coefficient of the regression of the concerned variable on its first lag. The model includes a 
constant. °: p-values. §: bootstrapped p-values. *: significant at a 5 % level. The null of all the tests is that the model is well specified. 



Appendix 
 
Table A - Prediction of the Repo change using both ECB words and financial market's information set 
 
 m=1 m=2 m=3 m=4 m=5 m=6 
Constant -0.07 -0.13 -0.18 -0.24 -0.29 -0.34 
 (0.00) (0.00) (0.00) (0.00) (0.13) (0.36) 
(rt,t+m,1-Rt) 0.38 0.55 0.74 1.09 1.31 1.49 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
Indext 0.03 0.09 0.12 0.10 0.08 0.06 
 (0.13) (0.00) (0.00) (0.00) (0.00) (0.00) 
 
Note: monthly observations on days of ECB Governing Council meetings, January 1999–December 2004. The econometric method is 
Ordinary Least Squares. Newey-West standard errors in brackets. In this overlapping data case, the forecast error is not realized until m-
months in the future, so it will follow a MA(m-1) time series process. Therefore we set the maximum lag length of the disturbance 
process to m-1. 
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